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PREFACE

15th International Symposium on Ice is being held in Gdansk, Poland from 28 August to
1 September 2000. The first Ice Symposium was organised in 1970 in Reykjavik, Iceland.
The present Symposium closes 30 years of Ice Symposia. Symposium is organised by the
Institute of Hydroengineering of the Polish Academy of Sciences. The venue of the
Symposium is the Centre of the Technical Society in Gdafisk (Dom Technika NOT).

Symposium is authorised by the Section on Ice Research and Engineering of the International
Association of Hydraulic Engineering and Research. Patronage of the Symposium was kindly
accepted by Pawet Adamowicz the Major of Gdansk.

Symposium provides the opportunity for all specialists to exchange experience and challenges
in ice research and engineering but also affords the possibility to visit beautiful city of Gdansk
and its surroundings. Gdansk is an old hanseatic city with a 1000 - year history.

The program of the present Ice Symposium was developed in six main topics encompassing
broad aspects of ice hydraulics, ice engineering, ice ecology and numerous engineering
applications. The main topics are:

River, lake, and sea ice processes,

B. Ice mechanics and hydraulic structures in ice,

Hydrological and meteorological influences on river, lake, and sea ice,

Navigation and offshore activities in ice conditions,

Environmental and ecological problems in lakes, rivers, and coastal zones in ice
conditions,

F. Ice forecasting and management of hydraulic and hydropower installations.

moOo®E >

50 papers are included in this volume of Proceedings. Papers received from the general call
for papers underwent review process in order to ensure technical quality and relevance to
topics of the Symposium. This volume of Proceedings is published on the understanding that
the authors are solely responsible for the statements and opinions expressed in it. Papers were
technically edited without changing scientific or engineering contents.

Organisers of the Symposium hope that the papers published in the Proceedings of the
Symposium represent a significant area of human endeavours and also reveal concemns and
interests of ice engineers at the turn of millennium,

Gdansk, August 2000
Wojciech Majewski
Chairman of the Organising Committee
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RECONSTRUCTION OF SEA-ICE CONDITIONS
IN THE GULF OF GDANSK SINCE XVI CENTURY

M.Sztobryn,' B. Kowalska'

ABSTRACT

The authors aimed to reconstruct the ice conditions in the Gulf of Gdansk from XVI to XIX
century by Neural Network. Regular observations of sea-ice in this region reach as far back as
the beginnings of XX century. For the time previous to XX century reliable information can
be also derived from written sources, especially on the extremely cold or extremely warm
winters. Reconstruction of ice conditions in the Gulf of Gdansk was done in terms of three
typical winter charactcristics - mild, moderate and severe. The Neural Network was applied to
two lime series: the one consisting of the numbers estimating the maximum extent of ice
cover in the Baltic Sca and the second one - the accumulated areal ice volume calculated for
western Baltic Sea.

INTRODUCTION

Long-time variation of the ice conditions in the Baltic Sea estimated for each winter by
maximum ice extent, number of days with ice and other characteristics are one of the best
indicators of the climatic changes in this part of Europe. This refers also to the region of Gulf
of Gdansk (Sztobryn and Krzyminski, 1999)

The Baltic Sea - due to its location and extension - remains under the climatic impact of
nearly oceanic character in its western extremities and of the continental one in the north-east.
These influences are additionally modified by the variety of particular basins - from deeper
open waters, which easily remain free of ice even duning strong winters to shallow indented
gulfs, lagoons and narrow shoals which are the first to freeze, even if lying close to the North
Sea.

Gulf of Gdansk is lying a eastwards enough of the oceanic North Sea to painfully suffer the
impacts of continental frost in winter. However adjoining the deeper waters of the Central
Baltic Sea and being a comparatively deep and spacious basin itself , the Gulf of Gdansk

" Instytut Meteorologit i Gospodarki Wodnej, Oddzial Morski Gdynia, ul.Waszyngtona 42, 81-742 Gdynia,
POLAND, Tel.. (48-58)-6205221, fax: (48-58}-6207101, e-mail: sztobryn{@stratus.imgw.gdynia.pl
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disposes over an adequate portion of accumulated summer heat and thus is able to resist
against the ice formation longer, than other coastal basins.

During “normal” and mild winters there is no ice of "own origin" (the in-situ frozen surface
waters) in the Gulf of Gdansk, except of shallow, semi-closed bights and lagoons. Floating ice
can be observed leaving the estuary of the river Wista, also some coastal forms of ice are met.
During severe winters ice cover is forming also by freezing of surface waters in the Gulf of
Gdansk. As a rule, in the Gulf of Gdansk ice is forming later (if any), than in the north-
eastern parts of the sea . Usually, in normal winters, in Gulf of Gdansk ice is forming also
later than in the shallow waters of the western parts of the Baltic Sea. These qualitative
relation of Gulf of Gdansk to basins of earlier freezing time could help to complete the
knowledge on the variation of winter severity in the region of Gulf of Gdansk in these spells
in some few past centuries (prior to XIX century) for which the direct information is lacking.
And this meant that suitable data sets were to be sought for and suitable method of data
reconstruction had to be developed.

SOURCE MATERIALS AND DATA USED

Baltic Sea

The first paper based on quantitative data representing ice conditions of Baltic Sea winters
was published by Seina and Palosuo (1993) and dealt with maximum annual exteat of ice
cover (MAEIC) on the Baltic Sea in the years 1720-1922. It was based on material collected
by Jurva and Finnish Institute of Manne Research. In following years this series was
successively completed. MAEIC is expressed either as the number of square km of the
maximum (during the ice season) sea area covered by sea ice, or as the percent of the whole
sea area (420 000 square km) covered by ice. Using their long time series the authors establish
a 5 degree scale of winter sevenity for whole Baltic Sea : extremely mild (MAEIC < 19.3 %),
mild (19.31-33.09 %), average (33.1-66.42 %), severe (66.43-91.19 %) and extremely severe
(91.2-100 %).

Koslowski and others (1994, 1995, 1999) can derive another series of data from a study.
However, the investigations by Koslowski, Loewe (1994) revealed that the severity of winter
estimated by means of MAIEC parameter - does not always correspond with the severity in
the western Baltic. They constructed a 7-degree scale on the basis of the calculation of the
accumulated areal ice volume (expressed in meters) and it's numeral representation (ice
winter index numerals - V) ranging from 0 to 3. Koslowski, Glaser (1995,1999) calculated
the values of the AAIV and V from 1501 to 1992 for western Baltic Sea.

The investigation by Schmelzer, Stanistawezyk, Sztobryn, performed in the nineties of the
XX century proved that a parameter defined this way and calculated for particular basins is a
very good indicator of the ice winter severity not only for the waters it was defined primarily.


http:66.43-91.19
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Gulf of Gdansk

The earliest references on sea ice conditions in the Baltic Sea and Gulf of Gdansk can be
found already in some chronicles and other historical records (eg. Legal regulations in
Hanseatic League; Matysik, 1958, Betin, 1962; Girgus, 1965; Namaczynska, 1937;
Walawender, 1932).

For these early years, however, the information on the severity of winters is scarce for this
region and of weak reliable documentation. One can state that definite winter seasons were
extremely severe, for instance 1496, 1546, 1568, when one could travel by sledges from
Gdansk to Hel: also the winters 1578, 1624, 1674, 1686, 1709, 1748 were very hard in this
region. Regrettably, much more difficult would be to find the reliable ice data in the winters
in-between.

Available is also ice information for the second half of nineteen century. They are, regrettably,
not very much regular and detailed, though reliable enough and are taken from the press,
diaries and daily observations from some ports (eg. Baltijsk at the entrance to Zalew
Wislany).

Regular daily observations (which included information on the form of ice, ice extent and the
obstructions to navigation due to ice) are available to the region of Gulf of Gdansk since the
end of nineteenth century. They begin in the winter season 1896/97 in the waters around Hel,
since 1922/23 in the approaches and in the port of Gdansk and since 1945/46 on the coastal in
waters from Gdynia ( south-western part of the Gulf of Gdansk) to Krynica Morska (south-
eastern part).

Due to all diversity of data only a 3-degree scale of winter severity was used to reconstruct the
character of ice conditions in previous ages in the Gulf of Gdansk: 1 - very mild and mild
winters, 2 - moderate winters and 3 - severe and very severe winters.

RECONSTRUCTION OF THE SEVERITY OF ICE CONDITIONS IN THE REGION
OF GULF OF GDANSK BY NEURAL NETWORK

The neural network model

To calculate the aimed reconstructed series of the 3-degree severity of ice conditions in the
region of Gulf of Gdansk (SICGG) mathematical models were developed by the neural
network and by method of regression on the basis of the XX century.

The comparison of actual (1922-1992) SICGG to 2 different classification methods (by
MAEIC and by V) was done. Total conformability of SICGG with the ice conditions type
calculated by means of index V (accumulated areal ice volume) for the areas of Western
Baltic is as high as 66 % of winters. Similar comparison o the results gained by the MAEIC
(for Baltic Sea as a whole) yield 57 % of conformable cases. Thus, actual ice conditions in the
Gulf of Gdansk were in 20 % of winters milder than gained using index V, and in 37 % of



winters milder than those calculated by MAEIC. These results remain in good agreement with
experienees issuing from daily practice in the ice services.

Description of the model

The neural network model was developed on the basis of optimum method of the network
training which was checked using the training series, the testing and validating series, suitable
option of the net structure (i.e. the number of layers and of neurons in particular laycrs. In
order to find the optimum method of training following methods were tested: Multilayer
Perccptron, Radial Basis Function and Probabilistic Neural Networks. From among the
training methods the best agreement of the modelling results with the actual ones were gained
using the Multilayer Perceptron -Back Propagation method.

Also several structures of neural network satisfying the theorem by Hecht-Nielsen were
tested, beginning with the five-layer structure. The best projection of the actual conditions
was pained for a four- layer structure of 5 neurons in the input layer, 3 neurons in the first
hidden layer, 5 neurons in the second hidden layer and of one neuron in the output layer. The
selection of such input data was decided due to the results of statistical analysis (precisely -
cross correlation analysis, after the prior normalisation of data). For each neuron model a
function of activation was calculated, in the form of a sigmoid function.

The comparison (Fig.1.) of the reconstructed series, calculated by means of the neural network
and simple regression method was made for the data of the second half of nineteenth eentury
from the writings and observational data referring to other basins of the southem Baltic Sea.

0 -
18535 1880 1685 1870

- raconstruction by neural network —m— reconstruction by correlation

Il other cescrption

Fig.1. Comparison of the results of ice conditions gained by means of the neural network
mode] and the regressive model and the region of the Gulf of Gdansk

In the majority of cases the reconstruction by means of neural network agreed with the data
derived from the descriptive sources. Correlation coefficient was as high as 0.85 while for the
regression model it reached scarcely 0,7 (0,68 precisely). For further calculations only the
neural network model was applied.



The reconstruction for the years 1501-1900 -was made by means of the neural network model
and on the basis of the variation of the index V in the same years, the variation of the
parameter MAEIC in the years 1720-1900 and - due to the known quasi-8-annual periodicity
of the ice conditions intensity (Sztobryn, 1994)- the values of the above mentioned parameters
(after selection) of eight winters preceding.

Ice conditions in the Gulf of Gdansk in the XVI to XIX centuries

The reconstruction SICGG in the centuries XVI to XVIII is shown in the Fig.2.-5. The results
of reconstruction are in general in agreement with the scarce data from any documented
sourees.

The mild and average ice conditions in Gulf of Gdansk were prevalent in XVI and in the first
decade of XVII c.

The smallest number of severe and very severe winters was characteristic for the X VI century
(Frg.2.), only 4 during the whole age, whereas the number of mild and average winters
reached over 60 % with the Jongest warm period on the twenties of this century.

3
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Fig.2. Reconstruction of ice conditions severity in the Gulf of Gdansk during the XVI c.
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Fig.3. Reconstruction of ice conditions severity in the Gulf of Gdansk during the XVII ¢.
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Fig.5. Reconstruction of ice conditions severity in the Gulf of Gdansk during the XIX c.

XVII century (Fig.3.) brings an increasing number of severe and very severe winters,
especially in the second half of century and decreasing number of mild winters.

The coolest spell fall on the XVIII (Fig.4.) and XIX centuries (Fig.5.), in which more than
30 % of winters were severe or average (severe: about 25 % in XIX ¢.). In XVIII century the
coolest spells fall on the late forties, seventies and eighties of this century, where as only three
comparatively warmer spells can be distinguished: in the second decade, about 1735 and in
fifties. XIX century should be connected with the cold spell of the preceding, cold XVIII
century the maximum number (in the investigated period) of the severe ice conditions
appeared in this century.

The reconstruction shown that ice conditions as the indicator of winter climate were changed
very significant during the investigated period from mild conditions in XVI century to rather
severe in XIX.



FINAL REMARKS

Good agreement of the results gained in reconstruction by neural network with the original
data points on the possibilities of using this method in many climatological investigation of
different time scale. It could be also used for spatial extrapolation onto the areas, where the
data are sparse or irregular.

One should stress that the method used and the studies performed were applied for the first
time to the problems investigated. The disposable information of real ice conditions in the
Gulf of Gdansk was scarce irregular, inhomogeneous and difficult to verify, it nevertheless
proved sufficiently useful with the neural network method.
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SEA ICE OBSERVATIONS ON AN OFFSHORE PLATFORM
IN BOHAI SEA

Qianjin Yue', Shunying Ji', Xi Zhang'

ABSTRACT

In order to simulate the behaviors of the Bohai Sea ice more accurately, which is necessary to
deal with the problem of ice-structure interaction, a field sea ice observation station was
established on an offshore platform. The meteorological and oceanographic data and the sea
ice conditions were recorded simultaneously and continuously. Based on the data, some
thermodynamic and dynamic parameters, such as the solar radiation, the oceanic heat flux and
the sea ice drag coefficients, were determined.

INTRODUCTION

The numerical sea ice model was developed in the 1960s’ and has been adopted to simulate
the sea ice of the Arctic Pole and the Margin Ice Zone (Hibler, 1979; Parkinson et al.,, 1979;
Lu, 1987). Wu (1991) used it to forecast the Bohai Sea ice of China. But owing to the
offshore engineering activities, it is necessary to improve the model so as to satisfy the need
of the problem of ice-structure interaction.

The sea ice in Bohai Sea is so strong dynamic under the action of tidal current and seasonal
wind that it processes four characteristics: discontinuity of growth, non-stability of existence,
rafting and heaping, and non-symmetry of distributions. For the purpese of abtaining
sufficient data to determine the computational parameters in the sea ice numerical model, a
sea ice observation station was established on the JZ20-2 platform in the Bohai Sea. Using the
field data, the solar radiation, the oceanic heat flux and the drag coefficients of sea ice arc
determined respectively.

' State Key Laboratory of Structural Analysis of Industrial Equipment, Dalian University of Technology, Dalian,
China, 116023, Tel.: +86-411-4708407, fax: +86-411-4708393, e-mail: yueqj@dlut.edu.cn
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SEA ICE OBSERVATION SYSTEM ON THE JZ20-2 PLATFORM

The sea ice observation station established on the Jz20-2 oil/gas platform in the Liaodong Bay
mainly consists of four subsystems: weather station, current meter, marine radar system and
video recorders. Its geographic coordinates are 40°30'N and 121°21'E as shown in Fig.l.
Fig.2. gives the detail of the system. The layout of the equipment is shown in Fig.3.

i

|

39.5 ul

120 12t 121 122 122 123
Longitude

P ST Y

Fig.1. The position of sea ice observation station in the JZ20-2 area

Weather station

The weather station, 35m above the sea level, is installed on the top of the platform in order to
avoid the influence of the platform. The air temperature, wind velocity, relative humidity, air
pressure and solar radiation can all be recorded continuously, and a computer is connected to
it to get the data per second during the whole winter.

Current meter

The current meter, 10m above the seabed, is laid down before the freezing period, and taken
out in the next spring. Thus the oceanographic data, such as water temperature, salinity,
current velocity and title level, can be recorded per 15-minute during the whole winter.

Marine radar system

An improved marine radar sysiem, RASCAR-3400M, has modern electron and
computer technology with powerful transmitting power and lower receiving noise. It is
applied to observe sea ice type and drifting tracks. The radar antenna is mounted on a
towcr set on the top of the platform. The total height is about 55m above the sea level.

Video camera

A video camera run by a computer automatically is fixed on a platform pile. It can analyze the
digital images precisely. When the ice cover breaks and tums under the action of the cone
plane, the sea ice thickness can be measured. At the same time, the sea ice type and velocity
can also be obtained.

12



L Sea Ice Observation System on the JZ20-2 Platform |

-

LWeather station 7 Iqurrent meter Ma.rme Radar ‘ | video camera ‘
[

Wind vector Water temperature Ice type Ice thickness
Alr temperature Current vector Ice velocity Iee velocity
Relative Humidity Water salinity Ice Track Ice Track
Air pressure Tidal level

Solar radiation
Heat radiation

Fig.2. Sea ice observation system on the Jz20-2 platform

Fig.3. Layout of the sea ice observation station on the Jz20-2 platform

COMPUTATIONAL PARAMETERS IN THE SEA ICE NUMERICAL MODEL
Based on the meteorological, oceanographic data and sea ice conditions measured on the
JZ20-2 platform, solar radiation, oceanic heat flux and sea ice drag coefficients are analyzed.

Solar Radiation

Considering the effect of the atmosphere and cloud cover, the solar radiation can be calculated
as follow:
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Q.. = (1-0.0065C")Q,,a" ()
where Qg and Qg are the intensity of solar radiation on a horizontal surface above the sea
ice surface and above the atmosphere layer respectively, C is the cloud coefficient (in tenths),
a and m are the transmittance of the atmosphere and the optical air mass respectively. As for
the atmospheric transmittance, Glover et al. (1958) suggested the following relationship:

a” =09 -0.17m (2)

Based on the measured data on the JZ20-
2 platform, we have m=0.83. The solar
radiations observed and calculated are

shown in Fig4. We select the cloud
coefficients as 10, 9, 8, 7, 3 and 0 00 |
according to different weather conditions 0 ‘

of rain, snow, fog, heavy cloud, light 1998/01/02 01/03
cloud and clear sky. The calculated and
measured results are both given in Fig.5.

800
calculated ——— measured
600

Qu(W/m')

Fig.4. Measured and calculated results of solar
radiation under clear sky

1000

750

250

Solar radiation ®.m %)

1997-01-01 01-04 0i-12

———calculated considering cloud - measured
---.calculated in clear sky C cloud coefficient

Fig.5. Measured and simulated solar radiation under different weather conditions

Oceanic heat flux
The methods used to determine the ocean heat flux include eddy-correlate method (Mcphee,
1987), bulk model formulation (Josberger, 1987) and residual method (Shirasawa et al,,
1997). In the residual method, the ocean heat flux is calculated as the difference between
vertical heat flux within the growing sea ice and the latent heat released due to freezing at the
ice-water interface.
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At any location in the growing ice sheet, the energy balance at the ice-water interface can be
given by:

F. :_”*L’[?’l -F. -0, ¥

where p; is the sea ice density, L; is the fusion heat of the sea ice, [ﬂ) is the sea ice growth
di

rate at the ice-water surface, Fy; is the molecular heat conduction, Qsp is the solar radiation at

the sea ice bottom. In the Bohai Sea, the ice thickness is very thin, (usually, #; < 0.2 m) the

growing rate of sea ice at the bottom is affected by the solar radiation.

On the Jz20-2 platform, the ice thickness was measured four times per day at 8:00, 11:00,
14:00 and 17:00. Therefore, the oceanic heat flux can be obtained by integrating equation (3),
we get
hr(l) - hl(l) 2
F, =[W = J' F;(.r)-!-Qab(!)dl]/(r, -1) (4)

Al

where p  and h,, are the ice thickness at the time of 1, and +,, F () and Q, (1) are both the

function of the time . Using the thickness measured at 8:00 and 17:00 during the three days

from 1998/1/14 to 1/16, the mean value of the calculated oceanic heat flux in the three days is
179.65Wm™,

Using the method above, the oceanic heat flux is calculated during the winter of 1997-1998,
and its trend and range are shown in Fig.6. We can see that, at the beginning of the ice period
the oceanic heat flux has the maximum value, which is more than 200W/m?, then decreases
continuously, and finally in the melting period the value approaches zero.

s~ 250
£ 200 -
bt -
g 150 .
3 100 | -
== .
v‘é 50 [~ o L]
b L
8 0 ‘ et ey
5-Jan 15-Jan 25-Jan 4-Feb l4-Feb  24-Feb

Fig.6. Oceanic heat flux during the winter of 1997-1998

Drag coefficients
The momentum equation of the sea ice can be written as:
mfmlzr +1_+mla, +gb+I) )
di a w k
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where m is sea ice mass per unit area, U; is the horizontal ice velocity, | = KxU is the
k ]

acceleration caused by Coriolis’ force, where fis the Coriolis parameter; k is the unit vector in
the x direction, g is the gravity acceleration, & is the non-dimensional sea-surface tilt vector,
and [ is the acceleration caused by internal ice stress.

Hibler (1979) found that the momentum equation is mainly controlled by the drag stresses of
wind and current, and intemal ice stress. In the sea zone of sub-polar or lower latitude, the sea
ice is free drift, that is to say, the internal ice stress can also be ignored (Shen, 1994; Lu,
1987). So the equation (5) is simplified as:

‘!.-l-'r:':p,H,{%—ak] (6

Put T, = puc“

Us{Us and 1, =p,C,|U,|U,, into equation (6), then decompose it into x
(eastern) and y (northern) directions, we get:

au, +ﬁuw{ = d‘:’r' _f":
4 b4 O
av_ + = — 4+
Vo + v, = — 5t

where a=pc (v, )ph B=p.c.wl +v.)ph A f=20 sing, ¥,,V,,Uyand v are the
wind and current velocities in the eastern and northern directions respectively; @, and ¢ are

the earth’s angular frequency of rotation and local latitude.

From 11:45 on January 29 to 16:30 on 30, 1995, the wind, current and ice velocities measured
are shown in Fig.7. With them, we obtain the mean drag coefficients: C_,, =1.01x107

(6*=037x107) and C_,, =0.61x10(c? =0.36x107).

a{42)

w{?)

CONCLUSIONS

A sea ice observation station was established on the Jz20-2 oil/gas platform in the Bohai Sea.
It consists of four subsystems: the weather station, the current meter, the marine radar system
and the video recorder. On the basis of the sea ice observation, some computational
parameters in the sea ice numerical model, such as the solar radiation, the oceanic heat flux
and the sea ice drag coefficients, were determined. In the solar radiation calculation, the cloud
coefficients were classified into six groups according to different weather conditions. The
oceanic heat flux during the winter of the 1997/1998 was calculated using the residual
method, in which the solar radiation is considered. With the momentum balance of the sea ice
drift movement, the sea ice drag coefficients of level ice were determined with the velocities
of wind and current and sea ice measured at the same time.

For the difference of meteorological and oceanographic conditions in different sea areas, the
computational parameters of the sea ice numerical model are not similar. Only with suitable
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parameters adopted in the sea ice numerical model can the sea ice be simulated and forecasted
successfully. Thus it is an important problem to determinate the parameters of different sea
areas in the following work.
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o
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Fig.7. The wind (a), current (b) and sea ice (¢) velocity vectors measured

ACKNOWLEDGEMENT
This paper was co-sponsored by the National Foundation of Natural Science, and in part by
the Bohai Ocean Oil Corporation. We also thank the staff of the Jz20-2 platform for the great
help in the field observation.

REFERENCES
HIBLER W. D. (1979): A dynamic and Thermodynamic sea ice model. J. phys. Oceanogr., 9,
pp- 815-846.

LU QIAN-MING (1987): On Mesoscale Modeling of the Dynamics and Thermodynamics of
Sea Ice, Technical University of Denmark

MCPHEE M.G., MAYKUT G.A., MORISON 1. H. (1987): Dynamics and thermodynamics
of the ice/upper ocean system in the marginal ice zone of the Greenland Sea. J. of Geophysical
Research, 92(C7), pp. 7017-7031.

17



PARKINSON C. L., WASHINGTON W. M. (1979): A large-scale numerical model of sea
ice. J.of Geophysical Research, 84, pp. 311-337.

SHEN H. H. (1994): Broken Ice Fields. Proc. of the 12th Int. Symposium on Ice (IAHR).
Trondheim, Norway, pp. 983-992.

SHIRASAWA K. ET AL. (1997): Oceanic heat flux under thin sea ice in Saroma-ko Lagoon,
Hokkaido, Japan. J. Marine System, 11, pp. 9-19.

WETTLAUFER J.§, (1991): Heat flux at the ice-ocean interface. J. of Geophysical
Research. 96(c4), pp. 7215-7236.

JOSBERGER E.G. (1987): Bottom ablation and heat transfer coefficients from the 1983
Marginal Ice Zone Experiment. J. of Geophysical Research, 92(C7), pp. 7012-7016

WU HUIDING (1991): Mathematical representations of sea ice dynamic-thermodynamic
processes (in Chinese), Oceanologia et limnologia sinca, 22(4), pp. 321-327.

18




™% 15™ International Symposium on Ice
S *  Gdafsk, Poland, August 28 - September 1, 2000
2

000

MEASUREMENTS OF CONSOLIDATION
IN THREE FIRST-YEAR RIDGES

K.V. Hayland'

ABSTRACT

Results from examinations of consolidation in three first-year ice ridges are presented,
discussed and compared with results from the literature. The relationship between the
thickness of the consolidated layer and the level ice thickness varied from 1.39 to 1.85. The
estimated thickness of the consolidated zone depended on the method of investigation, the
drillings included a partly consolidated layer and gave a thicker consolidated zone than the
temperature measurements did. The measured growth of the consolidated layer did however
not depend on the method of investigation. The consistency of the unconsclidated rubble was
clearly different at the two sites. It was soft and slushy at Spitsbergen, and harder in the Gulf
of Bothnia. Three possible reasons are discussed: surrounding currents, different shapes and
the difference in salinity.

INTRODUCTION

Sea ice ridges are formed by compression or shear in the ice cover. They consist of ice blocks,
slush, water, snow and air. The volume of non sea ice material to the total volume constitutes
the macro porosity 5. If a ridge is subjected to cold surface conditions the water pockets
gradually freeze up and ice blocks adfreeze forming a frozen, or consolidated layer.
Consolidation processes are govemned by the meteorological conditions and continues
throughout the cold season. The water undemneath may add energy to the ice, and thus
contribute to the deterioration of the (unconsolidated) rubble. There is probably seasonal
variations in this flux and values between 0 and 18 W/m? has been measured for level ice
(Heil et al., 1996). lce ridges may represent the design load for structures in many arctic and
sub-arctic marine areas. It is however not clear how these loads should be estimated. The
prime lack of knowledge lies in information about the internal structure of the ridges.
Increased knowledge about the size and the strength of the consolidated zone as well as the
strength of the rubble is important. One problem is that the size of the consolidated layer is

! Department of Structural Engineering, Norwegian University of Science and Technology (NTNUY), Trondheim,
Norway /The University Studies at Svalbard (UNIS), Longyearbyen, Norway,
e-mail: knut.hoyland@bygg.ntnu.no
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not directly observable, it is thus important to relate it to easier accessible information such as
the level ice thickness and the meteorological conditions. This paper focuses mainly on
measurements of the thickness of the consolidated layer.

* EXPERIMENTAL
- Measurements have been done on three different first-year ice ridges; Fig.l. shows the
locations.

a)

Fig.1. Maps over the areas, a) Marjaniemi outside Hailuoto in Finland. b) The Van Mijen
fiord on Spitsbergen, * the ridge outside Svartodden ridge, ** the ridge outside Camp Morten

The first ridge was instrumented in 1998 and was situated outside Svartodden in the Van
Mijen fjord on Spitsbergen; the second was outside Camp Morten in the same fjord, whereas
the third was outside the Marjaniemi weather station on Hailuoto outside Qulu in Finland. The
general meteorological and oceanographical conditions differed significantly; the 1998 winter
was very cold whereas the 1999 winter (at Spitsbergen) was very warm. In the Van Mijen
fiord the ice usually forms in December, the melting begins from mid April (99) to mid May
(98) and the ice leaves at the end of June. The ice thickness reaches normally around one
metre in the end of April, and the sea water salinity is about 34 ppt. There are tidal currents in
the fjord. At Marjaniemi the ice normally forms in December or January, the melting starts in
late March or early April, and the ice is normally gone by May. The ice thickness nommally
reaches 0.6 m and the water salinity is from 0 to 6 ppt. There are practically no tide nor
currents outside Hailuoto.

Table 1
Description of the threc sites

Svartodden 98 Camp Morten 99 Marjaniemi 99
(Spitsbergen) (Spitsbergen) (Finland)
Latitude 77.5°N 77.5°N 65° N

Instrumented period | 2 March - 12 May 10 March -5 May | 25 Feb. - 25 March

Type of ridge Short linear single Long curvilincar | Large rafted ridge-
ridge single ridge | field
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Measurements of temporal and spatial temperature development, geometry, block size and
structure, salinity and porosity were done on all three ridges as well as on the level ice. The
crystal structure of the consolidated layer was examined in the two 1999 cases, whereas
density and uniaxial compression strength were only measured in the Finnish ridge. The
"~ compression tests were performed at the University of Oulu. Equipment and experimental
procedures are given in Langeland (1998), Hoyland and Leset (1999), Kyhring (1999) and
Hoyland et al. (2000).

RESULTS

Geometry and morphology

The two ridges in the Van Mijen fjord were singular ridges, whereas the one at Marjaniemi
was part of a large ridged area with 3-5 layers of rafted ice. The Svartodden ridge had a sail
height Ag of 1 m, the keel depth A was 4.4 m, the width 10 m and it was about 15 m long. The
thickness of the blocks in the sail was between 0.2 and 0.25 m. The Camp Morten Ridge was
long and curvilinear, had hAg of 1 m, Ag of 5 m, and a width of 15 m. The thickness of the
blocks in the sail was 0.15 m. Visual inspection of the channels that were cut through the sail
indicated that both of the Van Mijen ridges were formed in a similar way. It looked as if one
side had been pressed up forcing the other sheet down. The ridge at Marjaniemi did not have
the idealised triangular shape. The sail consisted of 0.2-0.3 m of rafted ice and was relatively
flat. The keet depth was between 4 and 5 m, and the thickness of the blocks was 0.2 m.

Porosity

Porosity mcasurements were done by drilling 2” holes and registrating any drop of the drill as
a pore. The keel consistence of Spitsbergen ridges made it difficult to get good data for the
rubble porosity. It was difficult early in the season and impossible later. Table 2 sums up the
results.

Table 2
The measured porosity in the three ridges
Svartodden Camp Morten Marjaniemi
Sail 24% (93 holes) - 21% (6 holes)**
Cons. + partly cons. layer 3.4% (93 holes)* | - -
Rubble 33% (4 holes) 35% (uncertain) | 38% (81 holes)

*Most of these pores were found close to the rubble, probably in the partly consolidated layer.
**The drilling was done in a nearby sail, less than 200 m from the thermistor-strings

Meteorological conditions, snow cover and level ice thickness

The meteorological conditions and the snow cover basically govern the heat flux out from the
ice. Tables 3 and 4 show the freezing degree-day index (FDD) and snow conditions. Some
care should be taken in comparing FDD’s for different latitudes. The influence of the solar
radiation is not incorporated in the FDD-expression. And the solar radiation is more important
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on Spitsbergen because the late part of the growth season takes place in the midnight sun. The
thickness of the level ice was measured manually and with thermistor-strings (not for the
Svartodden case). The initial thickness h; g, the final thickness h; fand the growth Ah;=h; f-
hj ¢ are shown in Table 5.

Table 3
Some meteorological conditions
1 Svartodden Camp Morten | Marjaniemi |
Instrumented Duration (weeks) 10 8 5
period FDD (°C days) 985 680 134
Growth period Duration (weeks) 10 7 3
of the ridge FDD (°C days) 985 624 126
Characterisation of winter Cold Warm Normal J
Table 4
The snow conditions (m)
Svartodden Camp Morten Marjaniemi
Max. depth on level ice 0.4 0.3 0.05
Snow drift around the ridges 0-0.9 0-0.8 0-0.15
Table 5
The thickness of level ice (m)
Svartodden Camp MDITE]; Marjaniemi
Method Manual Manual Temperature Manual Temperature
hi 0 0.95 0.70 0.6-0.7 0.47 0405
hif 1.16 0.85 0.7-0.8 0.60 0.5-0.6
Ahj 021 0.15* 0.1 0.13 0.1

*3-5 cm of superimposed ice

Keel consistence and oceanographical conditions

Measurements of water temperatures have been done by Kangas (2000). He found that the
temperatures in the watcr masses were homogcnous around freezing point in the fjord in late
March '98, and that an intrusion of warm coastal water (up to 7=-1.6°C) entered the fjord by
late April'99. The ridge keel temperatures in an instrumented stamucha in the Van Mijen fjord
in 1997 showed that it was heated from below as well as from above in late May and June.
Temperatures up to -0.6°C was recorded in the lower parts of the keel. The lowest
temperatures could be found in the middle of the keel (Loset et al., 1998). Table 6 sums up
some general keel conditions for the three ndges.
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Table 6
General keel conditions

Svartodden Camp Morten Marjaniemi
Rubble consistence Soft Soft Harder
Porosity measuremcnts Difficult / Difficult / Relatively
Impossible impossible easy
Water salinity (ppt) 34 34 0-6
Assumed age at 2 months 2 months 1 month
instrumentation
Surrounding currents | Strong tidal currents | Strong tidal currents Little
Exposed area / keel 0.65 0.67 0.25
volume (m*/m*)

Consolidation

Table 7 displays some key features from the measurements such as the growth of the
consolidated layer dhcppns, its relation to the growth of the level ice dhepns/ 4h;, the growth
of the consolidated layer per day dhggps/day, the average final thickness of the consolidated
layer hcons, its relation to the final thickness of the level ice Ravg, the ratio of the maximum
thickness of the consolidated layer to the final thickness of the level ice Ry and the duration
of the growth.

DISCUSSION

The thickness of the consolidated layer

Examination of Table 7 reveals an important distinction. The three top rows comprise figures

related to the growth of the consolidated layer dhqops, and in the three subsequent ones are

values related to the total thickness of the consolidated layer hgpp5. In the latter case it seems

to be a systematic difference between the numbers derived from temperature measurements

and the ones obtained from drillings. The temperature measurements predict a thinner

consolidated zone. This difference cannot be found in the three top rows. Drlling results are

generally more uncertain because they rely more on the person operating the drill. However,

there is no reason to believe that this uncertainty should result in a systematic overestimation.

Two reasons may be pointed out to explain this difference:

1. The given temperature derived data are minimum values

2. The drilling results include a partly consolidated layer. This layer probably exists below
the fully consolidated one and has little mechanical strength and high temperature.

Explanation number one is not sufficient to explain the difference; even if the distance
between the temperature sensors on the thermistor-strings (0.21 m) is added to heons! it does
not reach the value of Aqpps2. The warm winter of ‘99 resulted in thinner ice and shorter
duration of growth than in ‘98. No difference can be seen in dhggns/dh; or dhy/day. If the
ridges had been surveyed from their birth is it reasonable that a higher growth per day would
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be found for the Svartodden case. The ridge at Marjaniemi had a higher growth per day; this is
explained by it being less insulated because of a thinner snow cover.

Table 7
Key features of consolidation for the three ridges, number of drilled holes in brackets
Svartodden* Camp Morten Marjaniemi —I
Temp. | Drillings (93) Temp. Drillings (43) | Temp. | Drillings (81)
Ahegns (m) 0.42 0.40 0.22 0.18 0.21 0.23
Ahpons’ dhi 2 1.90 2.2 1.88 2 1.75
Adhegns/day 0.75 0.77 0.79 0.84 1 1.02
(cm/day)
heons (m) 1.61 1.95 1.13 1.28 0.71 1.03
Ravg=hcons'hi 1.39 1.68 1.61 1.82 142 1.85
Rpzax 1.84 2.37 2.14 2.17
Duration of 10 weeks 7 weeks 3 weeks
growth

*At Svartodden did we not get data from the level ice string, so the values of level ice thickness are from
drilling, this gives a higher value than a temperature string does, so the values for Rgyg and Ry may be a
little low. The central string failed in Svartodden and was not replaced untit week 16. The estimated value for
the thickness of the consolidated layer depends on weather this string is included or not. The growth of Agppns
does an artificial jump between week 15 and 16 when string D is included. So to estimate the growth of Agpps,
the temperatures in string D in week 10 are assumed based on the temperatures in the neighbouring strings. The
growth of the consolidated layer then becomes 0.4 m - 0.43 m, a value of 0.42 m is chosen. Rgvg and hcons
becomes 1.54 and 0.38 m when string D is excluded.

Table 8
Key fcatures from some previous ridge experiments, ' and  refers to weather temperature
measurements or drillings have been used to examine the thickness

Ravg Ahcons Field / Age Salinity | 5 (%) Density
1dh; lab (days) {ppv) kg
Coon et al. (1995) 1.24° | 1.87° | Field 15 44-54 | 25-35 -
Croasdale et al. (1990) 1.6 - Lab. 18 - - -
Frederking and Wrigth | 1.75° - Field, - 3-5 30 -
(1980) stamuc.
Kankaanpas (1997) 1.42° - Field - 0.3-0.8 30 0.8-0.9
Leppéranta et al. (1995) | 1.75° | 1.85% | Field 87 | 0.2-03 32 -
Timco and Goodrich | 1.397 Lab. 3.5 - -
(1980)*
Veitchetal. (1991aand b)| 1257 | 1.547 Field - 0.2-0.7 32 0.907
1.35°

*Only the experiment in which the initial phase is believed to have been exceeded
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The presented results are comparable with other findings (Table 8). Rgyg is reported to be less
than two times the surrounding level ice thickness in all cases. Beketsky (1998) reports of
average consolidated zone thickness of 3.5 m in the sea of Okhotsk, but the level ice thickness
. is not given so it is not clear what Rgyg was.

Deterioration of the keel and the oceanographical flux

Three possible reasons for the striking difference in rubble consistence at Spitsbergen and in
Finland can be identified. Firstly, the salinity is higher in the Van Mijen fjord, creating more
porous ice that is more easily heated. Secondly, the shapes of the keels were different. The
Van Mijen keels had inclined sides making the exposed area/keel volume bigger. This makes
thermal and mechanical erosion created by surrounding currents more effective. Thirdly, there
are strong tidal currents in the Van Mijen fjord, and there are almost none outside Hailuoto. It
is also suggested that there are seasonal variations in the oceanographical flux in the Van
Mijen fjord, and that it is zero in the cold season.

CONCLUSIONS
Three different ice ridges have been examined to gain increased insight in the effects of
consolidation. The thickness of the consolidated layer has been examined in two ways, by
-temperature measurements and by drilling. The major findings of this paper are the following:
* The temperature measurements gave a ratio Rgye = 1.39-1.61, the drillings gave
Rgyg = 1.68-1.85. Thus the method of investigation seems to affect the result.
o The drillings probably include a partly consolidated layer in which the temperature is at
the freezing point.
¢ The growth of the consolidated zone does not seem to be affected by the method of
investigation.
* The consistence of the unconsolidated rubble was different in Van Mijen compared to at
Marjaniemi. This may be due to differences in surrounding currents, shape of the keel and
salinity of sea water.
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DETECTABILITY OF ICE RIDGES
BY SYNTHETIC APERTURE RADAR

K.I. Gausland', O.T. Gudmestad’, H.E. Krogstad®, S. Laset®

ABSTRACT

Ice ridges are formed by compression or shear in the ice cover. They may pose a serious threat
to shipping and offshore activities in these waters and it would therefore be a major asset to all
these marine activities if synthetic aperture radar remote sensing could be used to identify ice
ridges and estimate the ridge dimensions.

In order to make qualitative judgement of current SAR systems and establish demands for the
future, established semi-empirical backscattering models for sea ice have been combined with
mathematical ice ridge models in order to produce simulated SAR images of differently sized
first-year ridges for various SAR resolutions and incident angles. The simulations show
increased detectability for larger incident angles and greater small-scale surface roughness.
Increased resolution appears to be less important for the detectability, but is needed for
reliable ridge dimension estimates. In general, the simulations indicate that incident angles of
about 35° or higher, with a resolution of 9x9 m or better, would give valuable information
about the presence of ridges in level ice.

The validity of the simulations may however be questioned due to the uncertainty of small-
scale surface roughness measurements of ice ridges. Further analysis is also necessary for
investigating whether ice fractures may cause ambiguous signatures relative to ice ridges.

INTRODUCTION

The large spatial extent of sea ice in arctic waters poses large difficulties for shipping, marine
activities, and offshore operations. The Pechora Sea, containing substantial hydrocarbon
resources, is among one of these areas. The ndges may represent the design loads on offshore
platforms and may also hamper shipping and marine operations. Microwave remote sensing,
independent of daylight and cloud cover, therefore provides a valuable asset to all marine

' TietoEnator Consulting AS, 0510 Oslo, Norway, e-mail: kjeli-inge.gausland@tietocnator.com
* Statoil, 4035 Stavanger, Norway
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activities in arctic waters, and represents the most promising technique for sea ice surveillance
(Carsey, 1992).

This paper presents results from a study of the SAR's capability of detecting ice ridges
(Gausland, 2000). Established semi-empirical backscattering models for sea ice have been
combined with simplified mathematical models of ice ridges in level ice in order to produce
simulated SAR images for a variety of input parameters.

During the analysis it became evident that there is actually a lack of small-scale surface
roughness measurements of ice ridges. For surface scattering analysis the surface roughness is
very important, and further measurements are required in order to support or possibly modify
the currently developed backscattering models.

The paper is organised as follows: The first two sections briefly summarise the ice conditions
of the Arctic seas and the physical basis for microwave remote sensing of ice. The following
sections describe the SAR and the backscattering basis used in the SAR image simulations.
The last two sections present and discuss results obtained by the simulation model.

SOME CHARACTERISTICS OF ARCTIC SEA ICE

Sea ice in arctic waters constitutes of a number of different ice types. However, when
simulating the SAR images used in this paper, only saline first-year ice is considered. For
such ice, the surface roughness properties are very important for the backscattering of
electromagnetic waves in the microwave domain. Based on Drinkwater (1989) and Onstott
(1992), four different small-scale surface roughness types were chosen (Table 1).

Table 1
Surface roughness statistics for four first-year ice surfaces

Surface Roughness, | Correlation
type Orms length, /
(em) (cm)
A 0.108 0.538
B 0.493 2.778
C 0.766 7.75
D 1.74 12.8

The ice cover is a heterogeneous mixture of fresh ice, brine and air. The relative fraction of
these constituents vary during wintertime mainly due to brine drainage. The surface layer may
typically have a salinity of 7 ppt, which is slightly higher than in the middle layer of the ice,
The middle layer has a lower salinity due to brine gravity drainage, wicking up of the brine,
and the fact that the initial entrapment of salt is greater when the surface cover is created.
Further down into the ice, the salinity again increases due to less time for brine drainage.
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Deformation of first-year ice often results in the formation of ice ndges. The ridges may occur
in a range of different shapes with a sail of 2 m, width of 10 m, and a keel depth of 10 m. The
length may be several 100 metres. First-year ice ridges typically consist of ice blocks with
arbitrary orientations (Leset et al., 1999).

[t is also fairly common for first-year ice to be covered by snow, which is a mixture of ice and
air. If the snow is wet, water droplets are also present in the mixture. Contrary to first-year ice,
a typically 30 cm thick snow layer is normally not saline. It is also much less dense than the
ice, ranging from 0.3 to 0.4 g/cm’, whereas first-year ice typically has a density of
0.915 g/em’.

THE PHYSICAL BASIS FOR SEA ICE REMOTE SENSING
The microwaves transmitted by radar are reflected and scattered by the target. Intuitively, an
object may scatter an incident wave into all possible directions with varying strength, and this
scattering pattern would vary with the incident direction. For a point scatterer the relationship
between the incident power and the received power is referred to as the radar cross section is
defined by:
47R? | E* |
U = '—2
£

where R is the range between the target and the radar receiver, Ef is the incident field and E5 is
the scattered field along the direction under consideration.

, (D

The above equation is not formulated for area extensive targets and does not include
polarisation effects. In practice, the radar cross section per unit area, ¢, is the statistical
average of the infinitely many point scatters do occupying the illuminated area 4:

2

4nR’|E;

2

AE)|
where the angles & and ¢; define the incident angles, and the indices ¢ and r signify the

vertical or horizontal polarisation states of the transmitted and received waves, respectively.

CACRAE 2)

The complex relative permittivity of the water-ice-snow system decides how electromagnetic
waves propagate in the media according to Maxwell's equations. Many mathematical
expressions for the permittivities have been proposed and a good overview is given by
Hallikainen and Winebrenner (1992). An important effect of salinity, even as low as 4 ppt, is
that microwave penetration into the medium is seriously diminished.

THE SYNTHETIC APERTURE RADAR

For near real-time surveillance of sea ice, near polar orbiting satellites utilising synthetic
aperture radars represent the most promising technique. The main reason for this is, although
SARs have coarser resolution than comparable optical instruments, a radar may acquire
images in all weather conditions and during complete darkness. It has already been
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established that a SAR has the capability of detecting a variety of ice features (Johannessen,
1997).

Basically the SAR operates by radiating electromagnetic waves onto the ground and

- measuring the backscattered signals. In its simplest form, intensity images are formed on basis
of the varying backscattering strength from different objects on the ground. During the image
stmulation process, a SAR satellite with properties given by Table 2 is modelled.

Table 2
Parameters of the SAR/satellite used in the simulations
Parameter Value(s)
Altitude 785km
Antenna Imby10m |
Incident Angles 10-50°
Polarisation Vv
Resolution 3-25m
Wavelength 0.057m

A variety of techniques are used to form these images. The interested reader is referred to
Ulaby et al. (1981, 1982, 1986).

BACKSCATTER THEORY

Because ice and snow are physically and dialectically inhomogeneous, eleciromagnetic waves
encountering these substances are not simply reflected and refracted. Rather, the illuminating
radiation is scattered into a range of directions through surface and volume scattering and
combinations of these depending on electromagnetic frequeney, polarisation, direction of
incidence, surface roughness, and dielectric properties of the scattering medium.

There are many ways of modelling backscatter from sea ice. Kim (1984) evaluated the
solution of the radiative-transfer model against a simple semi-empirical model used by Ulaby
et al. (1982) for describing backscattering from vegetation and snow. For the sea-ice case,
Kim added a surface-scattering term resulting in the following equation for the backscattering
coefficient of a one-layer model,

Gy 0 ) 0rpy, Tl@)
I (O) =2 O)+ Y (O) a0+ L’(a')]’ 3
where:

050(9) is the backscattering from the surface,
avo( &) is the volume scattering coefficient for the ice,
ogo( &) is the backscattering from the ice bottom interface,
Y is the transmission coefficient across the upper surface,
L&) is the one way loss factor through the layer, and
24 is the refracted angle in the ice.
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The surfacc and volume scattering terms are thus the most important, whereas the scatter from
the 1ce bottom interfaec may be ignored because of absorption and scattering loss in the above
mecdium. The refraction angle may be found simply by utilising Snell's law, while the
transmission is the Fresnel power transmissivity.

Volume scattering is caused by varying dielectric constants throughout the medium. In sea
ice, the volume scattering is caused by brine inclusion and air bubbles. For snow, volume
scattering may be modelled as ice particles m air.

Surface scattering happens on the interface between two media with different dielectric
constants. The amount of backscatter is largely a function of the surface roughness on a length
scale comparable 10 the radar wavelength. The amount of backscatter increases with
roughness from zero on a plane surface.

During the simulation of the radar images, a Kirchhoff model and a small-perturbation model
are used to account for the varying surface properties in Table 1.

MODELLING RESULTS OF DIFFERENT ICE CASES

In order to simulate SAR images from different ice fields, various mathematical models for
calculating the backscatter were developed. One case considers a first-year ridge for each of
the four different surfaces in Table 1.The ridges are assumed to be 500 metres long and with
widths given in Table 3. The corresponding sail heights are adjusted to give a sail angle of
approximately 20°.

Physically, an ice ridge is described on three length scales. On the macro scale, the ridge is
assumed to possess a triangular shape. When incident radiation hits the ridge, the incident
angles are adjusted 1o take into account the sail slopes when calculating the backscattcr.

On the micro scalc, the small-scale surface roughness is assumed to be similar to the
surrounding ice. This is a first approximation model, as the breaking of the ice when the ridge
is formed, may actually increase the roughness and thus the backscattered signal. Also, there
is no reason to believe that the surface roughness of the ice bottom is similar to the roughness
of the ice-air interface in case some of the blocks tip over.

The block structure of the first-year ridge is dominant on the meso scale. In the mathematical
model the block structure is simulated by orienting the blocks as random facets superimposed
on the triangular shapc of the ridge. The facets are assumed to be 0.5 m by 0.5 m with a
normal vector taking on a random anglc in the upper hemisphcre.

Using these extensions to the backscattering models for sea ice developed by other authors,
SAR images have been simulated for varying ridgc sizes on the surfaces mentioncd for the
different SAR/Satellite parameters as given in Table 2. Only the results for an incident angle
of 35° are included in Table 3, see Gausland (2000) for further results. In the table the
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possibility of detecting an ice ridge in a given simulated image is denoted by no, faint, or
good. The small-scale surface roughness of Surfaces 4 and B is best given by a Gaussian
correlation function while it is given by an exponential correlation function of Surfaces C and
D. The specific Gaussian or exponential distribution parameters are given in the table.

Table 3
The table summarises the possibility of detecting an ice ridge on Surfaces 4 to D of Table 1
at an incident angle of 35° with varying SAR resolutions and ridge widths (or sizes)

Incident Angle 35°
Surface A {c,,,,= 0.108 em, /= 0.538 cm)
Resolution Ridge width (m)
(m) 1 4 7 11 15 20
25 No No No No No No
15 No No No No No No
No No No No No No
3 No No No No No No
Surface B (o,,,=0.493 cm, / = 2,778 cm)
25 No No No No Faint Faint
15 No No No Faint Faint Faint
9 No Faint Faint Faint Faint Good
3 No Faint Good Good Good Good
Surface C (o,,,= 0.766 cm, /= 7.75 cm)
25 Faint Faint Faint Good Good Good
15 Faint Faint Faint Good Good Good
9 Faint Faint Faint Good Good Good
3 Good Good Good Good Good Good
Surface D (c,,,=1.74 ¢cm, { = 12.8 cm)
25 Faint Faint Faint Good Good Good
15 Faint Faint Faint Good Good Good
Faint Good Good Good Good Good
3 Good Good Good Good Good Good

Another sea ice case that has been considered is the same ice fields and ice ridges as above,
but now with a snow cover. The impact adding a snow cover to the previously mentioned ice
fields are showed in Table 4 for an 11 m wide ridge.
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Table 4

The table summarises the possibility of detecting a snow covered ice ridge on Surfaces 4 to D

of Table 1 at an incident angle of 35° with varying snow cover properties

Incident angle 35°
Surface A (g,,,=0.108 cm, / = 0.538 cm)
Resolution Snow Cover Properties
(m) Thickness 20 cm Thickness 50 cm
Radius | mm Radius 2 mm Radius | mm Radius 2 mm
25 No No No No
15 No No No No
9 No No No No
3 No No No No
Surface B (5,,,=0.493 cm, / = 2.778 cm)
25 No No No No
15 No No No No
9 Faint No No No
3 Faint No Faint No
Surface C (o,,,= 0.766 cm, { = 7.75 cm)
25 Good No Faint No
15 Good Faint Faint No
9 Good Faint Good Faint
3 Good Good Good Good
Surface D (5,,,=1.74 cm, /= 12.8 cm)
25 Faint Faint Faint Faint
15 Faint Faint Faint Faint
9 Good Good Good Good
3 Good Good Good Good

DISCUSSION AND CONCLUSIONS
From the simulations it is apparent that an increased incident angle preatly improves the
possibility of detecting ice ridges. Increasing the resolution has in many cases not a significant
impact on the ridge detectability. However, a fine resolution improves the ridge size
estimates, which of course is very important for assessing the risks to the surface activities.

The surface roughness is also very important for the detectability. The simulations show
increased detection capability when going from Surface A to D. Furthermore, it is likely that
the backscatter from the ridges could be even stronger, since the small-scale surface roughness
on the ridge is probably greater than on the surrounding ice. Unfortunately there is a
scantiness of these roughness measurements as no references were found.
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Depending on the frequency of encountering ice ridges with different surface roughness and
the roughness of the surrounding ice, it may be beneficial to acquire satellite imagery at a
shorter wavelength. By doing this, the surface will look more rough to the radar. Another idea
is to image an area with different wavelengths if the area includes different ice surface

roughness.

As expected, the simulated images indicate that the increased volume scatter from dry snow
diffuse the ridge signatures and makes ridge detection more difficult. However, at a resolution
of 9 m and better on the rougher surfaces, the detectability is still satisfying as compared to no
SNOW COVer.

None of the models that have been applied include the possibility of commer reflectors on the
ice ridges. However, this possible shortcoming of the models were addressed by inspecting
multi-look images produced from ERS-1 single look complex images. No comer reflectors
could be identified on these 25-m resolution images.

The problem of signature ambiguities has not yet been discussed. If any sea ice feature has
similar signatures as iee ridges, it must be fractures. Fractures are also long features with
widths comparable to individual ridges or, if the fracture is wide, to ridge belts. [n many cases
it has been observed that fractures produce dark signatures in the ice due to young smooth ice
in the fracture. However, at great wind speeds new fractures with open water may result in
bright signatures. Brash ice in the fracture will also cause bright signatures.

In order to decrease the possibility of signature ambiguities, SAR images should not be
obtained at low incident angles. Furthermore, it may be beneficial to analyse SAR images
with knowledge of wind speeds in the area at the time of imaging so one may know in
advance if the wind was sufficiently strong to cause signature ambiguities in open water
fractures.
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ICE DRIFT SPEEDS IN THE PECHORA SEA

S. Leset!, J.K. @kland'

ABSTRACT

The paper analysis data collected from four Argos positioned buoys deployed on the drift ice
mid-April 1998 in the Pechora Sea. The buoys transmitted their position for about 75 days.
The collected position data are used to estimate the speed of the drift ice during this period.
The distribution of speed fits a 2-parameter Weibull distribution with § = (.212913 and
y=1.40610. Based on this distribution the one year and 10 years return period speed values
are estimated to 1.16 m/s and 1.33 m/s, respectively. The validity of the data s discussed.

INTRODUCTION

The ice conditions in the western Russian Arctic have been studied by a number of Russian
scientists, for instance Zubov (1943) and Lebedev (1938). Later long-term observations are
reported by Gorshkov and Faleev (1980) while in more recent years special reports are made
for the most potential oil exploration waters (Mironov et al., 1994, 1997; Leaset et al., 1957).
However, the reporting is meagre on speed data for drifting sea ice.

The present paper starts by describing a data set of four buoys that were deployed on the drift
ice in the Pechora Sea mid-April 1998. It continues with discussing the analysis of these data
and how to provide statisties on drift speeds.

CALCULATION PROCEDURE OF DISTANCES AND SPEEDS

Argos is a satellite-based location and data collection system. It consists of transmitters,
receivers and a number of processing centres around the world. The receivers are carried on
board NOAA polar-orbiting satellites. The location of the transmitter is at best (Class 3)
within 150 m, while for Class 2 the accuracy is between 150 and 350 m. For Class | the
accuracy is between 350 m and 1000 m (Argos, 1996).

In the present data the position of a buoy is given by five significant numbers. This introduces
a kind of discretisation error. The uncertainty introduced by the round-off, or number of

' Department of Structural Engineering, Norwegian University of Science and Technology, Norway
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digits, is then about £55 m in latitude, and +20 m in longitude. Thus, in worst case the buoy
can be positioned (55’+20%)" m =~ 60 m away from the given position.

The four buoys (Buoys 06640, 22435, 24050 and 24051) were deployed on the drift ice in the
Pechora Sea during mid-April 1998. The drift of the four buoys is shown in Fig.1.

(a) (®)

Path of buoy 08640 Putn of buoy 22435

tuda [Degree Nom)
-

Fig.1. Drift of: (a) Buoy 06640, period 17.04-30.06.98; (b) Buoy 22435, 17.04-30.05.98;
(c) Buoy 24050, period 17.04-10.06.98 and (d) Buoy 24051, period 20.04-23.06.98.

For each buoy the time spacing between two measurements varied widely with 1.5-2 hours as
the most frequent interval. Assume that the total number of Argos observations for a buoy is
N. Each observation is called (2, where ne[l, N]. Further, assume that the observations are
arranged according to time where 27 is the first observation. Each observation contains the
position, p, and time ¢,. Let Ap, be the distance between py+J and py, and Afy = {4 - Iy
An estimate of the speed of a buoy is then given by:

38


http:20.04�23.06.98
http:17.04�10.06.98
http:17.04-30.05.98
http:17.04-30.06.98

ap, ()
Al

There is some uncertainty in the measurements of positions. Assume that there is an error g,
in the observation. Then we may calculate an upper and lower bound for the speed by the

following equations:

Y =

n

vmu == Apn & Eﬂ' + En*l (2)
’ At
U:"m = (Ap.n —€, €, ,O) (3)

Al
Let us study the buoy with most obscrvations, Buoy 06640. This buoy provides 1368
observations of which 71 % is Class 3 data. If we use only Class 3 data (g, = 150 m), the
values of v, will be as shown in Fig.2a. The figure shows a number of very high estimates
of the speed — far beyond reasonable values. By inspections of the data it appears that for
every speed v,i7 higher than 1 m/s, the period Ary, is very small. Therefore, we introduce the
restriction that Af,; should exceed 600 s. The results are shown in Fig.2b. Note that in both
cases the lowest specd is calculated.

(2) ()

Valus of 57, anly clasa 3 dals from Duy DBB40 Value of 87 , oy ciasa 3 dala rom buoy 06640, (I_,~1,) < 600 &
. v — - -

a

"y | ‘.
i Hu. Il

Fig.2. (2) Minimum speed v, for Buoy 06640. The x-axis displays the number of
observations, and can be regarded as a time-scale. Aty (in seconds) ts shown on each
of the largest peaks; (b) minimum speed v, for Buoy 06640, with At,, > 600 s.

DISTRIBUTION OF SPEEDS
The upper, lower and mean speed for each of the four buoys are calculated. The mean speed is
the speed calculated when using data without any correction for uncertainty.
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When adding up estimates of speed that are calculated from only Class 3 values, we obtain a
total of 1570 numbers for all the four buoys. With many observations we believe that the best
possible estimate of the speed is the mean speed. A histogram of this speed is shown in Fig.3.

Probabllity Density Function

Fig.3. Histogram of the speed distribution from all four buoys (Class 3 data only,
and Afy > 600 s) and with a 2-parameter Weibull probability density distribution (pdf)
fitted to the data (8= 0212913 and = 1.40610)

Based on the satellite observations during a period of 75 days, we suggest to represent the
speed of the four buoys by a stationary stochastic process X{f), having a cumulative 2-
parameter Weibull distribution (Bury, 1975):

Fy(x) = 1-exp[~(x/8) ] #

where the scale parameter = 0.212913 and the shape parameter y = 1.40610 in the present
case. The fitting of the Weibul[ distribution is also shown in Fig.4.

Based on this statistics, we get the following estimates:

s The average drift speed 15 0.19 m/s

* According to the proposed pdf of speed, the probability of exceeding a drift speed of
0.46 m/sis 5 %

e The probability of exceeding 0.63 m/s and 1.0 m/s is 1 % and 0.02 %, respectively.
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Probabiltty Distribution Function

T ==—T,

Weibull |-
data

I L 1
° 02 oA 12

“speed (mis{”
Fig.4. Cumulative probability distribution function plotted with the real data of the speed

RETURN PERIODS OF DRIFT ICE SPEEDS
Let X be a random variable with the cumulative probability density function Fy(x)=P(X<x). If
we make a series of independent observations of X, the expected number of observations until
level 4 is exceeded equals:

N(A)=1/(1-F (4D (5)

If the time step between independent observations equals Ar, the expected time until
exceeding A, the return period, 1s
R(A) =&t /(1= Fy(4)) (6)

For a continuous process Xy, the value of ¢ is generally unknown, and knowledge of the
stationary pdf is not sufficient to obtain it. Unless a more sophisticated mathematical
description of X} is available, this time step must be estimated, usually based on physical
knowledge of the process. It must be sufficiently long to ensure independence, but not too
long, as the process might then exceed level A between observations.

As seen from Eq. 6, the return period estimates are directly proportional to the time between
independent observations. The satellite observations at hand are typically made every 1.5-2
hours, and the successive calculated speeds seem to be independent. However, the time
between independent speed observations might well have been shorter, but due to lack of
frequent observations, estimating this time falls into the category of educated guesswork. It
follows from Eqs. 5 and 6 that the level 4 corresponding to a given return period R(4) equals:
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If we assume that Af is equal to 10 minutes, we get the return periods shown in Table 1.

Table 1
Estimated return periods of speeds
Return period 1 year 10 years 100 years
Level 1.16 m/s 1.33 m/s 1.49 m/s

DISCUSSION

When calculating the speed we decided to use a threshold value for the time spacing of 600 s.

In the following we will investigate the reasoning for this. Let us again use only Class 3 data

from Buoy 06640, and we observe the following:

¢ If we do not use the threshold of 600 s, there must be an uncertainty of 280 m to have the
lowest limit for the speed below 1.2 m/s

s According to Fig. 5 the high value for speed v, occur every 8.5 to 9.5 day. We observe the
same trend at the same time for the other three buoys.

Mean speed for buoy 06640

— T T

1 fIJ

[ 7 [
=0

Fig.5. Mean speed for Buoy 06640 without threshold for time. The peaks occur
with 8.5-9.5 days time spacing.

Al 2 3 4 ﬂme [s] s

The satellites carrying the Argos system are travelling in polar orbits, and the polar plane are
turning around the polar axis with the same rate as the Earth turns around the sun. There are at
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least two satellites in service. The satellites are almost following the longitudes, but not
completely. Due to the rotation of the Earth, the satellites are slowly changing longitudinal
position. This means that observations at the poles will be more frequent than at Equator. We
observe a peak in the speed when two observations are very close in time. This occurs when
the two satellites are very elose to each other, and there is an observation from each.

When the time spacing is small, the calculated speed will be very sensitive to uncertainty.
This can clearly be seen from Egs. 2 and 3. Thus it is possible to recognise that the accuracy
of the data is not as good as we assumed and we have two possible explanations:

1. The uncertainty is considerably larger than assumed.

2. There is a systematic error in at least one of the receivers.

If the first explanation is the correct one, this would slightly change our results. The upper
limit for speed would be somewhat higher, and the lower limit somewhat lower. Assume that
the second theory is cotrect. We would then measure the path of the buoys to be longer than
the real path. This would again lead to an overestimate of the speed. However, this means that
our results are conservative.

The return period values shown in Table 1 should be used with care as they rely heavily on
the accuracy of the probability function in Eq. 4. Making 100-year predictions based on data
collected during 75 consecutive days is obviously speculative.

CONCLUSIONS

The paper analysis data collected from four Argos positioned buoys deployed on the drift ice

mid-April 1998 in the Pechora Sea. The buoys transmitted their position for about 75 days.

The speed statistics provides the following estimates:

e The average drift speed 1s 0.19 m/s.

s According to the proposed pdf of speed, the probability of exceeding a drift speed of 0.46
m/s is 5 %.

e The probability of exceeding 0.63 m/s and 1.0 m/s is 1 % and 0.02 %, respectively.

e The levels of speed for return periods 1 year, 10 years and 100 years are 1.16 ms,
1.33 m/s and 1.49 m/s, respectively.

The return period values should be used with care since e.g. making a 100-year prediction
based on data collected during 75 consecutive days is obviously speculative.
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LOLEIF RIDGE EXPERIMENTS AT MARJANIEMI;
THE SIZE AND STRENGTH OF THE CONSOLIDATED LAYER

K.V. Heyland', G. Kjestveit', J. Heinonen?, M. Miittinen®

ABSTRACT

Measurements of spatial and temporal temperature development, geometry, porosity, salinity,
density, crystal structure and uniaxial compression strength of a first-year ice ridge field have
been performed. Thickness, salinity and density of the level ice were also measured. The test
site was a large ridged area with 3-6 layers of rafted ice, the keel depth ranged from 4 10 9 m
and the average porosity of the unconsolidated rubble was 38 %. The strength of the ice had a
clear dependency of the depth below the water line from which it was taken: below and above
0.85 m. The strength of the consolidated layer was 5-7 MPa. The temperature measurements
showed that the consolidated layer ended up being between 0.71 and 0.92 m, the drillings
predicted a thicker layer, 1.05-1.11 m.

INTRODUCTION

Sea ice ridges are formed by compression or shear in the ice cover. They are usually created
by environmental forces such as winds and currents and especially in the shear zone between
the landfast and drift ice. Ridges are porous features consisting of ice blocks, slush, water and
in the sail also air and snow. The keel is often divided into an upper consolidated layer and a
lower part of unconsolidated rubble. The consolidated zone grows throughout the cold
seasons. Ridges may represent the design load for ships, coastal and offshore structures in
many arctic and sub-arctic marine areas. It is however not clear what load a first-year ridge
can exert on a given structure or how the ridge deforms. The loads are usually calculated by
assuming that the load contributions from the sail, the consolidated layer and from the keel
can be found independently and then added together (eg. Krankkala and Maittinen, 1984).
Different ridge failure modes observed at the Molikpag platform is reported by Timco et al.
(1999). For a large number of the ridges the first failure occurred in the level ice behind the
ridge. The ridge itself failed in different modes: shear, bending or spine failure. They reported
that the measured loads were lower than those given by different load algorithms. Increased

' The Norwegian University of Science and Technology (NTNU), Trondheim, Norway,
e-mail: knut.hoyland@bygg.ntnu.no
*The Helsinki University of Technology (HUT), Espoo, Finland
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knowledge about the internal structure of first-year ridges is necessary to improve these load
estimates. Crushing is the worst case scenario for the consolidated layer. Thus its size and
compression strength are of special importance. We are in the following concerned with the
consolidated zone, its size and the derivation of its material and physical properties. Several
rescarchers (eg. Leppdranta et al., 1995; Croasdale et al., 1990; Frederking and Wrigth, 1980;
Kankaanp#s, 1997, Timco and Goodrich, 1988) have studied the vertical extension of the
consolidated layer and it seems to be between 1.3 and 2 times the level ice thickness. It is
however not clear how the consolidated layer should be defined, nor does it seem to exist a
standardised method for examining the thickness of this layer. The water line is often used as
an upper boundary as the blocks are loosely bound in the sail. The lower boundary is more
difficult to define because it exists a partly consolidated layer beneath the fully refrozen one.
This partly consolidated layer is a porous high temperature zone with less mechanical strength
than the fully refrozen one, but the strength is probably higher than for the unconsolidated
rubble. The determination of the lower boundary can be done either in a thermal-, or in a
mechanical sense. If the thermal one is chosen, then the temperature becomes the prime
indicator of consolidation. The temperatures in the consolidated layer are said to be below the
freezing point. The measurements can be made by coring or by installing thermistor-strings.
The thermal definition has the advantage that it is precise and that it is clearly related to
measurements. The disadvantage is that it excludes the partly consolidated layer and that it
takes more time and money than drilling. A mechanical definition will be related to a
pronounced drop in some mechanical strength at a certain depth level. The best way to
examine this is to take samples from different depths, and do eg. uniaxial compression tests.
This is time and money consuming, so another popular way is by drilling. The major
advantage of drilling is that it is quick to perform, It is however less precise as it depends to a
larger degree on the driller. Another disadvantage is that it is more destructive so it becomes
difficult to examine the temporal development. The thermal definition seems to estimate a
thinner consolidated layer than what is found by drilling (Heyland, 2000).

EXPERIMENTAL

The field-work was a part of the LOLEIF project and took place at Marjaniemi scientific
station at the island Hailuoto outside Oulu in the north of Finland. The Helsinki University of
Technolegy (HUT) organised and was responsible for the field-work. The work reported in
this paper was a co-operation between HUT and the Norwegian University of Science and
Technology (NTNU). The test site was located in an 8 km long chain of different shear - and
pressure ridges off shore the western coast of Hailuoto. The ice formed in December and
stayed until the first half of May. Six thermistor-strings were installed along a line in the
rubble, and one in the level ice. Dataloggers were attached to all of the strings and logged the
temperatures every sixth hour from 26 February to 25 March. The porosity and geometry was
examined by drilling. The thermistor-strings, dataloggers, drilling equipment and procedures
are described in Loset et al. (1998). Meteorological conditions were recorded at the scientific
station at Marjaniemi. Ice was cut from the consolidated layer to make uniaxtal compression
tests and to measure salinity and density. The salinity and density measurements were done at
location, whereas the horizontal uniaxial compression tests were done at the University of
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Oulu. The density measurements were performed by mass divided by volume. The volume
was measured by putting the samples into a plastic bag, submerging it in water and measuring
the displaced volume. One set of the samples was left to drain for between 0.5 and 1 hour
before measuring. The other set was taken directly from the water. The salinity, density and
- thickness of the level ice were also measured. The samples for the compression tests were
cylindrical with length from 134.5 to 151.5 mm, and diameter varying from 67.5 to 69.5 mm.
The tests were performed according to IAHR guidelines; the temperature of the ice was —
10°C, the velocity of the pushing plate was constant, ie almost constant strain rate of 107 5.
The force and the displacement were recorded, and some of the tests were recorded on video.

RESULTS

Geometry, morphology and porosity

The ridge was probably formed around 20 January 1999. The meteorological data show low
pressure, low visibility and high wind-speed around this date. Simulations also show that the
level ice thickness was about 0.2 m at that time (Hoyland, in prep.). It was a large ridge area
with 3-6 layers of rafted ice. The depth of the keel ranged from 4 to 9 metres, and was about
4.5 metres in the thermistor-area. The depth of the keel seemed to be independent of the
visible sail. The thickness of the rafted layers was 0.2 m. The average porosity of the total
keel in the thermistor-area was 0.34, whereas it was measured to be 0.38 in the unconsolidated
part. A decreasing porosity was found in the three cross-sections that were drilled twice.

']
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Fig.1. The thermistor cross-section 25.03.99. The black dots are pores, the grey area is
the keel, the white area is the sail and the white dotted area is the snow layer.
The solid lines represent the consolidated layer as being found by drillings.

Salinity and density
Samples were taken from the consolidated layer and the level ice to measure salinity and
density 23 and 24 March 1999. The results are displayed in Fig.2.
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a) b)
Fig.2. Vertical profile of salinity and density measurements. The solid line with triangles
represents the salinity (ppt), the solid line with squares represents the drained density (kg/1)
and the dotted line the undrained density (kg/1); a) the ridge and b) the level ice.

The standard deviation for density measurements of the consolidated layer was 0.03 kg/1 for
the undrained - and 0.06 kg/l for the drained samples. The corresponding values were
0.01 kg/l and 0.02 kg/1 for the level ice.

Consolidation, level ice thickness and meteorological conditions

Thermistor-strings through an ice sheet can be used to measure its thickness. Table 1 displays
the measured thickness of the level ice and the consolidated layer. It was a normal winter at
Hailuoto; the freezing degree-day index for the growth period was 138°C days.

Table I
The thickness of the level ice and the consolidated layer (m)
Level ice thickness, ; Consolidated layer thickness, Acons
Date 26.02.99 25.03.99 26.02.99 25.03.99
Drilling 0.47 0.60 0.87* 1.11*
Temperatures 04-0.5 05-06 0.5-071 0.71 -0.92

* Average values from the neighbouring eross-sections gave 0.83 and 1.05.

Compression tests
The results from the compression tests are summarised in Fig.3. and Table 2.

The samples from the consolidated zone can be divided into two groups: samples without
initial fatlures (undamaged ice), and those with initial failures (damaged ice). All the
undamaged samples had similar stress-strain curves, an example is shown in Fig.4a.). The
damaged ice did not have a typical pattern, and o4y Was less than for the transparent ice as
shown in Fig.4b). No significant difference could be found for ap gg (the average stress at e =
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0.06) regardless of stress history or initial damage. It should also be noted that the average

strain at peak stress was about the same for all depths above -85 cm.

Table 2
Results from the compression tests, average values and standard deviation
Depth Number of tests Av. Strain at Max. Av. max. Av. stress at
(cm) Comp. Stress - & Comp.siress £=0.06
Gy (MPa) Ty o (MP2)
15 to -5 6 0.017 £0.004 5019 19+£09
-5to-25 12 0.016 +0.006 S2%E1T1.8 2.1+£0.7
-25 to 45 10 0.017 +£0.005 72116 24107
-45 to 65 7 0.017 + 0.006 6.2x1.1 25+05
-65 to -85 4 0.016 £0.003 48+09 24+02
-85t0—-105 3 0.044 £ 0.020 1.5+04 1.3+£0.6
-105to =125 4 0.039 + 0.024 1.7+£0.6 [ 12+07
20
ol
20 L
SO 1,7 [N -
§
= 60 |
& 80|
-100 |
120 |
540 —a—Max.g
Q00 20 4.0 6.0 8.0
Stress (MPa)

Fig.3. The average maximum stress o4y and the average stress at strain equal
to 0.06 o g versus depth

DISCUSSION

Physical and mechanical properties

The salinity and density measurements are comparable to what has been found by others
(Kankaanpds, 1997; Leppiranta et al., 1995; Veitch et al., 1991). The strength of the different
depths seems to be related to the salinity and the density. The two highest compression
strengths were found between (.25 and 0.65 below the water-line, and this is where the two
lowest salinity values were measured. The peak strength also corresponds with the maximum
density. Though the numbers of samples were limited some comparison between the
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consolidated layer and the level ice can be done. The density measurements show a bigger
scatter for the consolidated layer than for the level ice, this is an indication that such a scatter
may also yield for mechanical properties. This means that even if similar average values for
some mechanical property of level ice and consolidated zone is measured, the strength of the

- total consolidated layer may still be less due to the weak points. Any use of tests such as these
1o predict real behaviour is phased with complicating factors such as scaling and the
temperature dependence of ice strength. Table 3 presents some other results of compression
tests of samples from the consolidated zone. Our values are a bit higher, but still comparable.
An increasing strength with depth is also found by Veitch et al. (1991).

10000 10000
8000 2000 |
— w
§ B505 % 6000
g g 4000
v 4000
2000
2000
0
0 Q 0.02 0.04 006
Q 002 0.04 0.06 008 Sirin
Strain
Fig.4. Stress-strain curves: a) An initially undamaged sample
b) An initially damaged sample
Table 3
Compression test of the consolidated layer in ice ridges (MPa)
Veitch et al., Frederking and Wright,
Testing Lab. closed loop, horizontal, ¢ = 2- 10? in field, vertical, ¢ = 10*- 4- 10*
temp. depth (m)=0-0.2 depth (m)=0.2-04 =
T=-8°C 3.8+£1.2 5214 -
=-20°C 6.2 6.8+2.6 -
| 7=19°C - - 23-133

The thickness of the consolidated layer

The pronounced drop in mechanical strength of the samples taken from below 0.85 m is
reasonable to interpret as a mechanical definition of the lower boundary of the consolidated
layer. But note that the compression test were done at —10°C, and that the in-situ temperature
in the lower parts are close to T Thus an artificial high strength may have been mcasured.
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The values in Table 4 show that the thickness of the consolidated layer predicted by the
uniaxial compression tests and the temperature measurements correspond well, and that the
drillings predict a thicker layer. These data suggest that a thermal and a mechanical definition
of the vertical extension of the consolidated layer correspond fairly well, and that the drillings
include a partly consolidated layer and thereby overestimates the thickness of the consolidated
zone. The growth of the consolidated layer during the measured period did not seem to be
affected by the method of investigation. However any choice of definition or method of
investigation should always be closely related to the purpose of the investigation.

Table 4
The final thickness of the consolidated layer by the different methods (m)
heons Temperahires Compression tests Drillings
0.71-0.92 0.85 1.05-1.11

CONCLUSIONS
Measurements of spatial and temporal temperature development, physical and mechanical
properties of a first-year ice ridge field have been done. Level ice conditions were also
measured. The major findings are:
e The average uniaxial compression strength of the consolidated layer was 5-7 MPa
e The average strength of the partly consolidated layer was 1.5-1.7 MPa
e The porosity of the unconsolidated part of the keel was 38 %
o The final thickness of the consolidated layer was investigated in three ways:
-Temperature measurements:  0.71-0.92 m

-Compression tests: 0.85m
-Drillings: 1.05-1.11 m

o The growth of the consolidated zone did not seem to be affected by the method of
examination.
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FORMATION AND DECAY OF STAMUKHAS,
COOK INLET, ALASKA

Q. Smith'

ABSTRACT

Ice that is grounded on tidelands and repeatedly covered by tidewater before floating free can
be far more massive and dangerous to shipping than ambient level ice and offshore ridges.
These ice blocks, or “stamukhas,” carry heavy sediment loads and therefore are more massive
than sea ice ridges of the same volume. Observations of stamukha formation in Cook Inlet,
Alaska, indicate formation of these ice features can entrain and transport substantial mass of
potentially contaminated tidelands sediment,

INTRODUCTION

The Russian word “stamukha” has come into use by sea ice specialists with reference to a
form of ice that was grounded on tidelands and repeatedly covered by tidewater or storm
surge before floating free. The term “stamukha” is not defined in the WMO Sea-Ice
Nomenclature (WMO, 1970). LaBelle et al. (1983) refer to “beach ice” as bottom-fast ice
adhered to tidal flats, though winter mariners in Alaska call stamukhas beach ice, due to their
tidelands origin. LaBelle et al. (1983) refer to “stamukhi” as resulting from *..beach ice
which has broken free, been deposited higher on the mud flats, and frozen to the underlying
mud....”. An English plural convention, “stamukhas,” is applied in this paper with regard to
distinct blocks of ice originally formed as beach ice, whether or not they are regrounded or
adhered to other ice pieces.

Stamukhas occur in the Arctic, but other forms of grounded ice are more commonly discussed
in the literature, such as “ice pile-up” or “ice ride-up” (Kovacs and Sodhi, 1988), formed by
compressive fracture of ice sheets. “Rubble piles” and “rubble fields™ are composed of
grounded ice features composed of broken sheet ice, frozen together to form a relatively
continuous mass (API, 1988). “Rafted ice” and “ice ridges,” features formed at sea by one
sheet being pushed over another, may become grounded. These are all ice features associated

' University of Alaska Anchorage, Anchorage, Alaska, USA, 3211 Providence Drive, Anchorage, AK 99508;
Tel.: 1-907-786-1910; fax: 1-607-786-1079, e-mail: afops@uaa.alaska.edu
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with offshore processes, rather than repeatedly submerged fast ice. Nelson (1997) discussed
stamukhas with other forms of Cook Inlet icc with reference to regional oil spill contingency
planning.

- Stamukhas are seen in both tabular and irregular shapes. Tabular stamukhas retain the original
flat form of beach ice freshly separated from the bed. Irregular stamukhas are conglomerations
of smaller pieces accumulated through repeated groundings and interaction with floating ice.
Floating conglomerate stamukhas are rcadily distinguished by their higher, sometimes
pinnacled sails, their dark sediment-laden appearance and, on close inspection, by the
sediment striations of their component slabs. Their irregularity and higher freeboard usually
cause stamukhas to stand out among level ice floes, but the entrained sediments’ effect on
buoyancy hides a deep submerged keel.

Recent observations of stumakhas discussed herein were made on the shore of Tumagain Arm
near its junction with upper Cook Inlet and Knik Arm at Anchorage, Alaska, at 61° 3.5° N
latitude. Cook Inlet is a large estuary in south-central Alaska that extends northward from 59°
10 61° 30" north latitude (150 nautical miles). Level ice in Cook Inlet rarely exceeds the first-
year-thin (up to 70 cm thickness) stage of development, but stamukhas of over 5 m depth are
common in late winter. Sea ice first forms in upper Cook Inlet in October and disappcars in
April, except for larger stamukhas grounded high on the tidelands. Though stamukhas are
interspersed with dark, solar energy-absorbing sediment grains, their large mass leaves them
fast of ice forms to melt. All ice of Inlet origin is usually gone by the end of May.
Measurements by the author indicate Cook Inlct winter water in the vicinity of Anchorage is
always well mixed with winter salinities ranging from 6-10 Practical Salinity Units (PSU,
Fig.1.). Winter climate information for Anchorage is summarized in Table 1.

November 1995 water property profile, Upper Cook Inlet, Alaska

] 12

X anporat;zra (deg C), salinity SPSU)

—— == -

| Jl]n | —-Temperaturej | _I ________ |

Fig.1. Representative winter water property profile, upper Cook Inlet, Alaska
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Table 1
Climate of Anchorage, Alaska

Oct Nov Dec Jan Feb Mar

Mean temperature (°C) 1.2 -5.7 -9.0 -9.6 -1.6 -3.9
Mean days below 0°C 20 28 30 30 27 28 |
Snowfall (m) 02 0.3 0.4 0.2 0.3 0.2 |

FORMATION OF STAMUKHAS
Stamukhas in Cook Inlet begin as fast ice frozen to the bed of tidelands. Cold air reduces the
temperature of the tidelands and beach ice at low tide. Higher elevations on the tidelands have
more air exposure, with surface temperatures cooling to ambient air temperature during low
tide periods. Snow on the tidelands is melted by contact with incoming seawater at high tide,
in tum cooling and freshening the seawater and accelerating freezing to beach ice below.
Repeated direct exposure to cold air creates patterns vertical cracks in the coating of ice from
thermal stress fractures. Buoyancy will float slabs free when the upward buoyant force on the
slab exceeds the strength of the frozen sediment below. In general terms, the formation of
stamukha conglomerates is summarized below:

L. Seawater freezes to cold tidal flats forming thin fast

ice.

HwW

——

e

|

2. Fast ice is inundated by succeeding tides.

Ice prows upward et high Lide from Lidsl

3. Fast ice becomes significantly colder than seawater il et
from low tide air contact. O—
4. Fast ice grows upward during high tide submergence. #%
5. Extended buoyant forces during a spring tide dislodge | ——7 = e

pieces of fast ice.

6. Loose pieces, including brash and floes from
offshore, settle on fast ice lower on the tidelands and
adhere with tidewater “glue.”

7. Increased buoyancy and longer submergence cause
conglomerate pieces to break free,

8. Conglomerate pieces with increased draft are
grounded lower on the tidelands, adhere to the fast ice
on the bed, and eventually lift away additional ice and
sediment on a succeeding high tide.

Thickening lce crecks through to
subgrade from thermast contraction curing
low tide perlode.

Thickening kco with incroasad buoyesney and
reduced ixteral suppon fowels free on spring
high waster

Fig.2. Formation sequence for
tabular stamukhas

The extreme range and variability of Cook Inlet tides exaggerates this process. At Anchorage,
the mean tide range is 7.9 m and the diurnal range is 8.8 m. Cook Inlet tides have a substantial
diurnal inequality of ranges and extraordinary variability on all time scales, as indicated by
recorded tide elevations in Fig.3. Predicted tides at Anchorage are based on computations with
114 tidal frequency constituents, more than any other tide station in the US. Extreme spring
tide ranges at Anchorage exceed 12 m. Tidal currents in Cook Inlet regularty exceed 4 knots
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in open areas and reach 6 knots near constrictions. These currents keep the water turbulent and
well mixed throughout the year. Astronomical tides in the Arctic are much less. Diumal tide
ranges at Nome, Alaska (64° 30’ N latitude), Pt. Barrow, Alaska (71° 22’ N latitude). and
Hershel Island, Canada (69° 34’ N) are 0.5, 0.1, and 0.4 m, respectively. In these areas, wind-
induced water level changes and spring runoff have greater influence on growth of stamukhas.
Turbulence on the scale of Cook Inlet is only likely to occur in Arctic waters when winds on
open water cause surface waves.

Fig.3. Tides measured at Anchorage, Alaska October 1999 - March 2000 (top)
and December 1999 (bottom). The vertical grid is meters elevation.

SALINITY AND ENTRAINED SEDIMENT CONCENTRATION IN STAMUKHAS
Seven ice cores were collected from Turnagain Arm on upper Cook Inlet in February and
March 1999. Cores were sawed into segments every 8 cm. Entrained sediment concentrations
were determined by sieving and filtering melted segments. Bulk salinities were derived from
concurrent conductivity and temperature measurements. The mean sediment concentration in
stamukha segments was 24.938 g/l and the mean salinity was 1.07 PSU. Sand size particles
with diameters greater than 63 mm made up over 50 % of sediments filtered from grounded
stamukhas. Fig.4. shows a profile of salinity and entrained sediment concentrations in a 1.6-
m-long core extracted in March 1999 from a grounded stamukha.

The icc structure of the cores was granular with no cvidence of columnar ice crystals. Fine
particles were distributed in the ice between layers of coarser materials, probably associated
with past direct contact with tidelands sediments. The water of upper Cock Inlct is highly
turbid with suspended sediment of glacial origin in concentrations ranging from -2 grams per
liter (Gatto, 1976; USACE, 1996). Irregularly spaced striations in tabular stamukhas may
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relate to variations in duration of submergence (i.e., spring versus ncap tides) and in
concentration of suspcnded sediments at the site.

lce core salinity and sediment concentration
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Fig.4. Salinity and entrained sediment concentrations in a 1.6 m core extracted
from a stamukha grounded on upper Cook Inlet tidelands in March 1999

The formation of stamukhas promotes entrainment and transport of sediments by exposing
unfrozen tidelands. The process of floating free a tabular stamukha appears to typically
remove all the frozen sediment. “Mud lakes” were observed on the tidelands that seem to have
been sites of recent removal of fast ice. Cold air eventually freezes these areas, but not before
they are inundated at high tide and bed material is lifted into the water by tidal currents or
contact with ice. Freeing of anchor ice to expose unfrozen bed sediments has been reported by
others, eg., Reimnitz et al. (I987) as important to sediment dynamics in Arctic Seas.
Sediments, some contaminated, have been found exposcd on ice near the North Pole and in
other areas across the Arctic Ocean (Tucker et al., 1999).

CONCLUSIONS

Cook Inlet, Alaska, is a sub-Arctic water body with extremes of tidal range, turbulence
associated with tidal currents, and suspended sediment concentrations. These characteristics
allow growth of extraordinary sediment-laden stamukhas. The extremes of Cook Inlet provide
an opportunity for study of ice formation and sediment entrainment where these natural
processes are strong and accessible. These processes will transport and disperse industrial
contaminants in Cook Inlet, should winter spills occur. The Cook Inlet situation models the
Arctic, where contamination is already being spread across international borders.
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SALINITY OF ICE OFFSHORE NORTHEASTERN SAKHALIN

G.A. Surkov', P.A. Truskov?, S.V. Zemlyuk?,
V.N. Astafyev!, A.M. Polomoshnov'

ABSTRACT

Sea ice salinity data obtained on the northeastern Sakhalin shelf from 1983 to 1995 is
reported. Drift ice and fast ice reveal different salinity. The salinity values for drift ice are
normally distributed and do not exhibit considerable seasonal variations from February to
April. The average salinity of drift ice is within 4 %o to 6 %o. The salinity of fast ice in Chaivo
Bay is on average by 2 %o lower.

INTRODUCTION

Salinity of sea ice, like its temperature and structure, is a main factor defining ice strength
characteristics. Therefore, for over a decade (1983-1995), this parameter of ice was in the
focus of the Laboratory of ice research at the SakhalinNIPImorneft Offshore Qil Institute.

Due to different conditions in which various types of ice have been formed, in salinity
analysis, one should not confuse drift ice subjected to constant deformations and fast ice
which is known for its relatively smooth growth of thickness. Fast ice salinity is also affected
by fresh water of adjacent streams and rivers.

EXPERIMENT

Salinity was measured with crushed ice specimens subjected to uniaxial compression tests.
About 50 cm® of ice fragments was collected in a glass vessel with a sealed lid and
conditioned in a warm place until full melting. The resultant liquid was stirred to a uniform
mix before salinity measurements.

! Sakhalin Oil and Gas Institute, Okha, Sakhalin, Russia, |8, K.Marx St., Sakhalin Qil and Gas Institute, Okha,
Sakhalin Region, Russia, 694490, Tel.: 7-(424-37)-254-95, fax: 7-(424-37)-249-17, e-mail: ice@smng.com

? Sakhalinmomeftegaz-Rosneft Co., Yuzhno-Sakhalinsk, Sakhalin, Russia

} Sakhalin Energy [nvestment Co., Moscow, Russia

59


mailto:ice@smng.com

Measurements were made with a salinity express meter Tigran-A, designed to determine the
total concentration of water soluble salts in water. This instrument was engineered to measure
salinity under field and laboratory conditions accurate to +6 % at ambient temperatures from
2°C to 40°C.

Drift ice

Core samples were drilled in ice floes offshore northeastern Sakhalin in different locations
from the Odoptu Bay to Chaivo Bay. From one ice field, we retrieved 17 core samples from
holes spaced 20 m over an area of 160 x 160 m.

Fast ice
Ice cores were cut from Chaivo Bay ice every two weeks from December till April.

RESULTS AND DISCUSSION
Drift ice
The drifi ice salinity histogram is well described by a normal distribution law. Fig.1. shows
the recurrence probability of salinity measurements made in February, March and April.
Seasonal vanations in the salinity profile were insignificant. The average value of salinity
from February to April remained stable at 4.9 %o. The highest salinity value found was
13.2 %o, the lowest value was 1.3 %o.
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Fig.1. Relative frequency histogram of drifi ice salinity measurements

A salinity versus ice-thickness analysis revealed that the average value was in a rather stable
range of 4-6 %o with some trend to lower values for deeper ice sampling. Fig.2. shows the
plots of ice salinity as functions of ice sampling depth for March. For February and April, the
salinity behavior was exactly the same.
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Fig.2. Salinity of sea ice as a function of sampling depth for March

We studied the salinity distribution profile for specimens sampled at different depths from the
ice surface. Fig.3. shows the relative frequency histograms of salinity for ice sampled at three
depths of 15, 60, and 90 cm. The histograms reveal an obvious trend to narrow profiles for
samples from deeper ice layers.

Substantial scatter of salinity measurements noted in upper ice layers (around 11 %0) becomes
more condensed below a depth of 75 cm.
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Fig.3. Salinity histograms of drift ice specimens sampled at different ice depths (April 1993)
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Fast ice

The fast-ice salinity distribution is also well described by a Gaussian curve. Ice studies in
Chaivo Bay indicated that salinity substantially decreases with sampling depth. A seasonal
salinity decline was also noted.

In January, the average salinity of the upper ice layer was found to be within 3 %o to 4 %.; for
the middle layer, it was 2.5-3.3 %o; and for the bottom layer, 2.3-3.2 %o. In February, the
salinity of the upper and middle layers remained almost the same, whereas for the bottom
layer it decreased to 2.0-3.0 %0. In March, the average salinity of the middle layer decreases to
2.6-2.8 %o, and that of the bottom layer to 1.6-2.5 %o. The largest spread of salinity values was
found in the upper layer (5 %o), whereas in March, in the ice bottom layer it was 0.5-1.5 %o.

CONCLUSIONS

Studies of sea ice have indicated that the salinity of ice is generally distnbuted in a normal
law and does not exhibit substantial seasonal variations in a period from February to April.
Average salinity values are within 4 %o to 6 %e with a downward trend for specimens sampled
from lower ice layers. The scatter of salinity measurements also decreases from 11 %o in the
upper ice layer down to 2 % in samples cut from 120-150 cm depths.

The salinity of fast ice from Chaivo Bay is on average by 2 %« below that of drift ice. Fast ice
salinity exhibits trends similar to that of drift ice.
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LOLEIF RIDGE-LOADING EXPERIMENTS -
ANALYSIS OF RUBBLE STRENGTH IN RIDGE KEEL PUNCH TEST

J. Heinonen,' M. Miittiinen’

ABSTRACT

Several punch tests for first-year ridge keels have been carried out for the EU-funded LOLEIF
project. The tests have been performed in the Gulf of Bothnia, Finland, during winters from
1998 to 2000. In the punch test, a circular plate is pushed vertically downwards until the ridge
keel collapses. An analytical limit load method is used for determining the strength
parameters. The upper bound limit load is based on the balance between the external and the
internal work rate. The internal work is defined by plastic dissipation describing the shear
failure. Rubble strength is separated into two parts, cohesive and frictional strength by
applying the Mohr-Coulomb yield criterion. The strength parameters cannot be defined by a
single test. When geometrical quantities and the load eapacity with knowledge about the
failure mode are measured, the limits for cohesion and friction are solved. Approximative
values or bounds for rubble strength are found by applying the analytical model for several
test sets.

INTRODUCTION

Ice ridges are porous features consisting of ice blocks, slush, water and in the sail also air and
snow. The keel is divided into an upper consolidated layer and a lower part of unconsolidated
rubble. Because the internal structure of the keel is eomplicated, the mechanical behaviour of
the keel and especially the ice rubble is poorly known. If ice rubble is treated like continuum
material, the observations must be made on a scale large enough compared to the ice-block
size to avoid the effects of individual ice blocks. Some approximative values for the
continuum analysis do exist, but they are not generally accepted because rubble strength and
stiffness depend on several variables. In the sense of continuum mechanics, the strength seems
to be a combination of cohesion and internal friction. The latter is related to internal pressure,
In this analysis, the other dependencies of the stress state are not studied.

" Helsinki University of Technology, Finland, Laboratory for Mechanrics of Materials, Otakaari 4 P.O.Box 4100,
FIN-02045 HUT, Tel.; +358-9-4513439, fax: +358-9-4513443, e-mail: Jaakko.Heinonen@hut.fi
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The porosity of rubble depends on the ice-block shape and size, how the ice blocks are packed
and connected together (if at all) as well as on the orientation of the blocks. The time history
of the ridge has significant effects. The initial ice condition before the ridge was formed is an
important indicator that determines firstly the ice-block thickness and the size in the other
directions. Secondly, the snow thickness above the ice indicates how much slush is present in
the pores. Environmental conditions around the ridge such as the ambient temperature and the
wind as well as the snow situation play a major role in the heat transfer and consolidation by
freezing. In the underwater part, the presence of currents causes shape modification of the ice
blocks. In addition, the salinity has effects on the ice properties as well as block interaction.

Taking all these features into account, it is obvious that there are no individual values like
cohesion or friction that describe the general features of ice rubble. These values are always
connected to the internal structure of the keel and the time history beginning from the moment
the ice started to form. [t is important to conduct full-scale loading tests of the ridge keel in a
real environment. If the intemal structure is well studied, the results can be used for
determining strength values and for relating them to other features of the ridge keel.

There are several studies of the mechanical properties of ice rubble. Experiments are mainly
carried out in laboratories on a small scale. Weiss et al. (1981) measured unconsolidated
rubble properties on a scale 1:10 for ice that was formed from high saline water (5-6 %). They
reported the following values: cohesion from 1.7 to 4.1 kPa and friction angle from 11° to
34°. Cohesive strength was proportional to the ice rubble piece thickness giving the value of
16 + 8 kPa/m for cohesion divided by the thickness. Prodanovic (1979) measured saline
unconsolidated ice rubble properties on a scale of 1:50. He reported values 0.25 and 0.56 kPa
for cohesion as well as 47° and 53° for the friction angle corresponding to ice rubble piece
thicknesses of 19 mm and 38 mm. The Mohr-Coulomb failure criterion is widely accepted for
ice rubble according to the studies above. Ettema and Urroz-Aguirre (1989) and (1991}
described the significance of internal friction consisting of contact friction between ice blocks
and interlocking phenomena under rubble deformations. They studied why earlier reported
values for internal friction are as high as, for example, Prodanovic (1979) reported. Their
observation was that the internal stress state due to the buoyancy load causes confinement,
which increases the frictional part of strength even if the extemal confinement force is zero.
They also proposed that the cohesion of ice rubble is dependent on the stress state. Azarnejad
and Brown (1998) performed small-scale punch tests, and concluded that better theories need
to be developed for interpreting the results. In their small-scale punch tests, ice rubble was
obtained from ice machines, and the tank was filled with fresh water. They also measured
high values for the internal friction angle (most of the values were around 50°-60°) and low
values for cohesion {around 0.03-0.3 kPa).

There are some studies of in-situ field experiments: Leppéranta and Hakala, (1989) and
(1992), Croasdale et al. (1997), Heinonen et al., (1998) and (2000). Leppéranta and Hakala
{1992) reported similar values for cohesion (1.5 kPa to over 4.0 kPa) as did Weiss et al.
(1981). It is known that properties in nature differ considerable from laboratory results
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(Leppiranta and Hakala, 1989 and 1992; Croasdale et al., 1997) because the internal strueture
and time history are always different. In the laboratory, tests are always performed on a
smaller seale, and iee rubble is artificially manufactured, which causes different ice fragment
shapes and sizes. In addition, a different temperature history and salinity affect the freeze
bonds and consolidation by freezing.

TEST SET-UP

The principle of a punch test is shown in Fig.1. The sail was first removed and a circular
plate of the consolidated layer was cut free from the surrounding sclid ice field. The ridge keel
was loaded by pushing the circular plate downwards. The purpose of the experiment was to
load only the unconsolidated rubble of the ridge.

The force and the displacement of the pushing plate were measured. Movements inside the
rubble as well as the evolution for the ridge keel fracturing were also monitored. A general
description of the ice conditions at the test site in Marjaniemi, the Gulf of Bothnia, Finland,
can be found in Heyland (2000) and Heyland et al. (2000).

Consolidated F Cut

layer . P hd

fowal

Fig.1. Ridge keel punch test. Cross-section of the keel with dimensions and failure mode.

MATHEMATICAL MODEL

General

The assumptions made in the eomputational model] were the following:

1. The material in the keel is homogenous through the thickness.

2. The load is distributed linearly inside the keel. Stress in the thickness direction is
calculated directly from the external load.

3. Shearing determines the failure, The failure mode is conical and deformations in the shear
lines are purely plastic. Deformations between the rigid blocks are kinematically
admissible. The failure oceurs through the keel simultaneously.

4. The failure criterion is defined by a Mohr-Coulomb yield function, which is a linear
combination of the cohesive and the frictional strength.
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5. The material inside the shear band is assumed to be incompressible. An elastic solution
can then be applied for determining the horizontal stress components from the vertical
one.

- The major problem in this modified upper bound method is how to find the right mechanism
(kinematic chain) for the fracture. The method is used to determine the limit load for the ndge
keel. When the load is experimentally known, the solution is used for determining the material
parameters.

Upper bound solution

The limit load for pushing the ridge keel downwards is approximated by using the failure
mechanism shown in Fig.l. Conical rigid blocks are moved downwards allowing plastic
sliding at the boundaries. When the conical mechanism is used, two different cases are
possible depending on the dimension z, If z, is negative, the number of blocks is two,
otherwise three. A cylindrical coordinate system (r, & and z) is used. The system is assumed to
be axisymmetric, which reduces the problem to be only two dimensional (r and z).

The limit load is defined from the balance for the internal and the external work rate.

W= (1)
where f7** is the rate for the external work and F™ is the rate for the internal work. The
external work is defined by

Komax
WW=F‘V+B'V:F1'V1+Z Bi v (2
k=)
where F is the external force pushing the platen downwards and v is the velocity of the platen.
B is a buoyancy force. v is the velocity where the subscript refers to the block 4. k_,, is the
number of moving blocks (two or three) and it depends on the failure kinematics.

B = [y.av ©)

where the buoyant volume force v is defined as

¥,=0 . y.=(p.-p)-n)g )
where p,, is the water density and p; is the ice density, # is the porosity of the rubble, and g is
the gravitational acceleration (g = 9.81 ms?).

The internal work is defined as plastic work, which occurs in the shear lines between each
block.

. int

W= [ov,dd+ [ov,dd+ [ov,dd (5)
A A Ay

where A is the area of the sliding surface. vj; is a magnitude of the velocity jump over the

sliding surface between the blocks i and j, and t is a shear strength affecting the shear plane.
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The shear stress on the shear plane is modelled using the Mohr-Coulomb criterion

| r|=c-o-,, tan ¢ (6)
~ in which ¢ is the cohesion and @ is the angle of internal friction, both of which are material
constants that are determined by an experiment. o, is the normal stress affecting the surface.

Due to the buoyance force, there is an initial stress state in the keel. These stresses are small
compared to those caused by the extemal load. Therefore, it is assumed (assumption 2} that
the internal stress state is linear through the thickness and it is determined according to the
external load, The stress distribution is defined in Eq. 7 and it is visually shown in Fig.2.

F z

=_ = 7
T: J'{a‘.'h ()

which partially fulfils the stress boundary conditions.

Gz Or

vt

Fig.2. Stress distribution in z-direction

Because the stress dependence on a radius is not taken into account, the stress state does not
satisfy the stress boundary conditions at the upper boundary of the keel completely. It is
assumed (assumption 5) that in the failure surface the rubble behaves like incompressible
plastic material and the Poisson value is chosen 0.5. Therefore, the horizontal stress
components can be written according to Timoshenko et al. (1987).

o= To = O; (8)

The normal stress affecting the shear plane is a combination of the stress components.
gn=o.s5ina+g,cosa 9

Failure kinematics

For the rate equations 1 and 2, we have to define the velocities of the blocks and the velocity
jumps over the sliding surfaces. The movements of the rigid blocks 1, 2 and 3 are determined
according to continuity, which means that the velocity field is kinematically admissible (Chen
and Han, 1988).

The rigid blocks 1 and 3 move vertically. Thus, the velocities are
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v, 0
el

The other velocities and velocity jumps can be written as

v
v. . ' v =v o
[v2 | cosa+cosf ¢

(11)

For simplicity, we approximate that the angles a and § are equal. Thus, the velocities and the
velocity jumps are

v

ViTveTvnTvn©T (12)
2 cosa
Geometrical quantities
272 4 whenz=(gz.h)
h-zg
The surface differential for a cone is
dAd=2 7w r dz (13)
‘The radius for the outer cone surface is
r=(h-z) tang+a (14)
For the inner cone surface the radius is
Zg-2 " o
—— a ,;when z=(0, z)
h- 20
"T1ZI20 4 when z2={(z,.h) (13)
h- g,
where the dimension z, is defined as
a
=h- 16)
2 o (16)

If z, < 0, the number of the blocks is two, otherwise three.

Solution for limit load
By using Eqs. 5 and 6 we find the intemnal work rate

W= J'[c—ar,,(z)rangi] dd v+ J'[c—_a-,,(z)ranqﬁ] dd vy + [[c-0o,(zhang] da v, (17)
A A 4

In case z, < 0, block 3 does not exist and the third part of the internal work rate drops out.
Finally, by applying the energy balance, Eq.1, the limit load is determined as a function of the
geometry, the strength values and the fraclure mode like
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F=f(ahcpa) (18)

The closed form solution is too long to be presented here.

ANALYSIS

Concepts for determining strength values

Several tests have been performed with different values for ¢ and A, also with a different o/h
ratio. The angle a for the shear band is measured. Values for the strength parameters, i.e.
cohesion and friction, have to be determined experimentally, but they cannot be defined by a
single test. However, a connection between the cohesion and friction angle is found for every
test.

If several results with different test set-ups are applied, representative values for cohesion and
friction can be introduced presuming similar ice rubble behaviour in different test places.
However, it is well known that the ridge keel is not homogenous. In the same ridged area, the
ice-block size is approximately the same, but the porosity varies. The porosity affects the
strength and its variation has to be taken into account. The first approximation is that it mainly
affects the cohesive strength not frictional. By using a linear connection between porosity and
cohesion, we find

e(n)=1-Lc (19)

where 7_; is the average porosity of the ridge field, whereas » is the tocal porosity value at the

individual test site. Correspondingly, ¢ is the average vaiue for cohesion in the ridge field and
c is the local cohesion value at the test site.

Results

The experimental results are presented in Table 1. Maximum values for the load Frqr and the
main dimensions, the keel depth hy, the effective keel depth A, the diameter of the platen &
and the ratio d/h, as well as the average porosity of the rubble 5 are shown. In addition, the
values for the angle a are given.

Table 1
Main values describing the punch tests

Test Finex a d hk h d'h n
# N | O m | m | (m (%)
2 765 | 206 | 332 | 455 | 395 | 084 | 139
6 936 | 454 | 335 [ 402 | 278 | 121 | @
9 695 | 208 | 340 | 563 | 403 | 084 | 35
10 | 758 | 48.4 | 450 | 447 | 3.13 | 144 | 46
11 [ 1120 | 200 [ 405 | 636 | 496 | 082 | 41*

*) Porosity measurements were not performed at Test Site 11. It is assumed to be the average of Test Sites 9 and

10, because Test Site 11 js situated between these sites.
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By applying the limit load prediction, the dependency between cohesion ¢ and the friction
angle @ is found, as shown in Fig.3. In addition, the result from the data analysis based on the
least squares method is shown by a circular area. The values are presented in Table 2.

14000 T~
— Tes2
- - Tests
<= Testd

2000 = = Tesl10

! = Tost11

Caohesion (Pa)
§

Fig.3. Dependency between cohesion and the internal friction angle. The result from
the data analysis based on the least squares method is shown by circular area.

Table 2
Best-fit results from experiments in 1999 for ice rubble strength parameters
according to Mohr-Coulomb failure criterion

Cohesion Friction angle

2.3 kPa 14°

The representative strength values are found from Fig.3. visually by looking for the cross-
point of the curves. It is quite difficult to say exactly what the values for the strength
parameters are, because two of the curves are parallel and they do not cross at the same point
as the others. Nevertheless, the class of magnitude is quite easily observed. The slope of the
curves depends on many factors such as the d/h ratio and the failure angle a. Field tests should
therefore be performed with a wide range of d/h to obtain nonparallel curves.
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DISCUSSION

The upper bound method is based on the simultaneous shear failure assumption through the
keel. In reality, due to the uneven stress distribution, a progressive failure occurs. Thus, the
strength parameters analyzed above are the minimum values. The stress state assumption
inside the keel is comparable to the solution for axisymmietric semi-infinite solid
(Timoshenko et al, 1987). The assumed pressure against the failure surface, however, is
higher in the middle part of the keel, which causes higher frictional load capacity. This is one
important reason for the low valuc of the friction angle reported in Table 2. An improved
solution for the stress state inside the keel can be found numerically using the finite element
method. Our results are comparable to the lower values in the small-scale tests found in
Weiss et al. (1981). In addition, cohesion divided by the ice-block thickness is inside the
range of 16 + 8 kPa/m. Furthermore, the cohesive strength is within the range that Leppiranta
and Hakala (1989) and (1992) found in field tests. If a different analysis method is used, like
the finite element method, the results might differ considerable (Kjestveit, 1999),

ACKNOWLEDGMENT

This work has been undertaken within the LOLEIF Project in the framework of the EU-
sponsored Marine Science and Technology (MAST-III) Programme under contract no.
MAS3-CT97-0078.

REFERENCES

AZARNEJAD A, BROWN T.G. (1998): Observations of ice rubble behaviour in punch tests.
Proc. of the 14th International Symposium on Ice (IAHR), Clarkson University, Potsdam,
New York, USA, Vol. 1, pp. 589-596.

CHEN W.F., HAN D.J. (1988): Plasticity for Structural Engineers. Springer-Verlag, New
York, 606 p., ISBN 0-387-96711-7.

CROASDALE & ASSOCIATES Ltd. (1998): In Situ Ridge Strength Measurements Local
& Global.

(1997): Proposal for a Joint Industry-Government Project, 24 p.

ETTEMA R., URROZ-AGUIRRE GE. (1989): On Internal Friction and Cohesion in
Unconsolidated Ice Rubble. Cold Regions Science and Technology, 16, pp. 237-247.

ETTEMA R., URROZ-AGUIRRE GE. (1991): Friction and Cohesion in Ice Rubble
Reviewed. Proc. 6th Int. Speciality Conf., Cold Regions Engineering, pp. 316-325.

HEINONEN J. (1998): Ridge Loading Experiments. Field Experiments in Winter 1998,
Unpublished report for the LOLEIF Project, 25 p.

HEINONEN ], MAATTANEN M., HOYLAND K.V., KJESTVEIT G. (2000): Ridge
Loading Experiments, Field Experiments in Winter 1999. Unpublished report for the LOLEIF
Project, 73 p.

Il



HOYLAND K.V. (2000): Measurements of Consolidation in Three First-Year Ridges. Proc.
of the 15th Intemational Symposium on Ice (IAHR), Gdansk, Poland, in press.

HOYLAND K.V., KJESTVEIT G., HEINONEN J., MAATTANEN M. (2000): LOLEIF
Ridge Experiments at Marjaniemi, The Size and Strength of the Consolidated layer. Proc. of
the 15th International Symposium on Ice (IAHR), Gdansk, Poland, in press.

KIESTVEIT G. (1999): Investigation of Mechanical Properties of Ice Ridges. Norwegian
University of Science and Technology, Department of Structural Engineering, Master Thesis,
46 p.

LEPPARANTA M., HAKALA R. (1989): Field Measurements of the Structure and Strength

of First-year Ice Ridges in the Baltic Sea. 8th International Conference on Offshore
Mechanics and Arctic Engineering, Vol 4., pp. 169-174.

LEPPARANTA M., HAKALA R. (1992): The Structure and Strength of First-year Ice Ridges
in the Baltic Sea. Cold Regions Science and Technology, 20, pp. 295-311.

PRODANOVIC A. (1979): Model Tests of Ice Rubble Strength. Proc. of the Fifth
Intemational Conference on Port Ocean Engineering Under Arctic Conditions (POAC),
Trondheim, Norway, Vol 1., pp. 89-105.

TIMOSHENKQ S.P., GOODIER JI.N. (1987): Theory of elasticity - 3. Ed., McGraw-Hill,
Singapore, 567 p., ISBN 0-07-Y85805-5.

WEISS R.T., PRODANOVIC A., WOOD K.N. (1981): Determination of Ice Rubble Shear
Properties,.Proc. of the Intemational Symposium on Ice (IAHR), Quebec, Canada, vol 2,
pp. 860-872.

72



~ . 15™ International Symposium on Ice
* Gdafsk, Poland, August 28 - September 1, 2000

2000

PROBLEMS OF SLUSH ICE FORMATION AND TRANSPORT
IN THE MIDDLE VISTULA RIVER

A. Dobrowolski', B. Glowacka', A. Kondzielski'

ABSTRACT

The slush ice (mainly frazil ice) formation and transportation in the Middle Vistula River has
been considered.

The Middle Vistula River shows complex eombinations of various morphological elements.
On braiding river reaches with many bed forms (e.g. Putawy Region) the turbulent mixing and
water overcooling has gone up. These two phenomena have caused intensive slush ice
formation.

Aircraft video imagery has shown river morphology effect on slush ice transport condition
and ice cover formation on regulated as well as unregulated reaches, and in Wioclawek
reservoir backwater,

Heated water discharges have caused slush ice transport condition changes and have formed
ice phenomena free zones. For example, during winter time, heated water discharge from
Kozienice Power Station to Vistula River has activated the side channel near Pilica tributary.
This has caused morphological processes changes in Vistula River.

Critical value of water stream slush ice saturation has been observed. Over this value ice
formation has caused border ice mass increase due to slush ice settling. This phenomenon has
been recorded using video camera and confirmed by intensity of slush transport measurements
in Vistula River cross-sections near Warsaw and Zakroczym.

ICE PHENOMENA ON THE MIDDLE VISTULA
Ice phenomena in some Polish rivers are characterized by long time of slush ice formation and
its run at the beginning and at the end of conceming occurrence (Kupczyk et al., 1986).

' Institute of Meteorology and Water Management, Warsaw, Poland, 61, Podledna, 01-673 Warsaw,
Tel /fax: (48-22)8640605, e-mail: Andrzej_Dobrowolski@imgw.pl

73


mailto:AndrzeLDobrowolski@imgw.pl

The main component of slush ice in the Vistula River is frazil ice, which is formed in
overcooled river water. In the beginning the single frazil crystals aggregate. As the water
overcooling - the volume and crystallization ratio of aggregations grow up. Slush ice content
in river water also grows up. The pancake ice is formed and together with broken parts of ice
- cover, bottom and border ice run downstream in upper layer of water.

The picture of winter airbome Vistula image made near Pilica River tributary shows the
course of this phenomenon (Fig.1.).

PILICA RIVER

1. loose slush 5. border ice with smooth surface
2. dense slush 6. border ice with rough surface
3. compact slush 7. free water surface

4. ice floe

Fig.1. Slush ice transport and transformation
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In the Middle Vistula River, about 250 km upstream Wioclawek Reservoir, the complex river
bed morphology is favorable for frazil formation. In the meandering and braiding river with
many different bars which divide up the river bed into arms, hydraulic parameters are changed
significantly along the river course (Fig.2.).

Hydraulic parameters values calculated for research reach of Vistula River near Swider
tributary: for mean flow the cross-section area, its mean depth and mean flow velocity vary
about 1,5 times, and the Froude number varies in range of 0,170 to 0,405.

Fig.2. River bed morphological conditions for ice jam formation

Hydraulic parameters variability of the river bed causes intensive mixing in the water stream.
They can be expressed in numbers (Donczenko, 1980) by turbulent mixing coefficient
changes (about 3 times). Turbulent mixing speeds up water overcooling and frazil formation.
Slush ice sticks over river bed forms quite quickly and the effective cross-section becomes
smaller. The slush ice stream flows among river bed forms. Airborne video images allow to
document this stream and, as a consequence main river stream configuration. Slush ice flows
into braiding part of river and freezes - faster in more shallow river arms (Fig.3.).

Airborne video images of frozen slush ice in Vistula River near Dgblin allow to mark out the
main stream among bed river forms (Fig.4.).

River regulation makes slush ice run easier (Fig.5.). Fast freezing of area among water
structures as a result of water flow decrease has been observed.
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River flow decrease in Wloctawek Reservoir backwater causes sediment deposition. In winter
time, the backwater is also fast freezing zone (Fig.6.). The ice cover formation in this
reservoir begins about 20 days earlier than in Middle Vistula River (Grze$, 1989). Freezing
progress bepgins at the water dam and follows upstream. In case of sufficiently high water
velocity (Froude number exceeds the critical value), slush ice carried by river can flow under
the ice cover (Mayer, 1989).

Fig.6. .Freezing (-)f. Wioctawek Reservoir backwater

The ice run in Vistula River, its influx to Wloctawek Reservoir, and freezing on to ice cover,
can cause the ice filling of the reservoir, and, as a consequence ice jam flood. The disastrous
ice jam flood took place in 1982. Floating dams to stop ice inflow from Middle Vistula River
to reservoir have been installed. However, when water level is high, the ice can flow over
floating dam. But for mean water level, flow velocity over dam is enough high, and the ice
can be drawn under the dam. Then, a lot of slush ice in reservoir backwater are observed
(Dobrowolski & Zelazinski, 1994). Ice transfer to reservoir is confirmed by airbome video
images of reservoir ice cover with visible zones of frozen pancake ice (Fig.7.).
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Frazil ice transport in Middle Vistula River and other ice phenomena are affected by raised
terperature water inflows.

Heated water discharges (water temperature gradient is about 10 to 12 deg) from thermal
- power station create heated water flux in river and ice phenomena free zone, eg. Kozienice
Power Plant (Fig.8.).

Fig.8. Effect of heated water discharge from Kozienice Power Plant
on Vistula River ice phenomena

Down the discharge, river water mean temperature increases, causing shortening of slush ice
run-off duration and its intensity. Heated water flux remaining near left river bank has caused
unfreezing of Vistula River lateral arm near Radomka tributary. An intensive water flow
through this arm has caused change in time the fixed change of main river stream location,
and as a consequence, the change of this lateral arm to main river chanel in this region. The
effect of heated water from Siekierki Power Plant, Powisle PP, and Zeran PP, on Vistula
River near Warsaw, but in smaller range, has been observed.

Ice phenomena diversity also appears in Vistula River near Narew tributary, On airborne
video image, Narew River is free of slush ice (water temperature is about 4°C), and only small
border ice zones have been observed. In the same time in Vistula River, when water
temperature is about 0°C, slush ice flow has been observed. The effect of Narew River on
Vistula River ice cover is limited because of small water temperature difference.

Frazil formation and transport has been observed also in Vistula River downstream Warsaw.
Significant river channel contraction in Warsaw causes bed erosion in city limits, and eroded
sediments deposition grows up downstream Warsaw. River bed morphology in Warsaw -
Zakroczym reach, becomes braided again, so it is favorable for water overcooling and frazii
formation. For similar flows in this reach, and for similar hydrodynamic condition, the
diversity of frazil formation intensity is caused by different heat exchange intensity between
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water and atmosphere. In observed cases, for low water level in Vistula River, frazil has been
formed at sudden air temperature drop. Ice transport has taken place in upper water zone.

In two analyzed time period, an interesting phenomenon has taken place: at air temperature
- drop to -16°C, ice volume was only 5 % of water volume at cross-section, whereas at air
temperature drop to -9°C, ice volume was about 8 % of water volume (Dobrowolski &
Kondzielski, 1992). Video recording of river surface has shown that frazil volume increase as
river water cooled, and the ,,saturation” level has been achieved. Then, part of floating frazil
has linked to border ice (Fig.9.).

Fig.9. Slush ice linking to border ice

In spite of further water overcooling, the frazil volume transported by river has not grown up.
But ice border zone has widened. It has to be added that frazil saturation limit level in water
about 10% has been observed in specialized laboratory in Zielonogorsk, in Science Academy,
former Soviet Union (Gotek verbal information).

CONCLUSIONS

River bed morphology of Middle Vistula River has a signifieant effect on slush ice (ineluding
frazil) formation and transport, and on other ice phenomena courses. Also the effect of human
activities as nver regulation, heated water discharges has been observed.

Along regulated to some extent and unregulated Vistula River bed, there are reaches
conducive to ice jam formation. Morphology of these reaches is typical for meandering and
braiding river, which runs wild as an effect of significant sediment inflow from the basin to
the river.

Possibility of slush ice inflow to Wloclawek Reservoir with unfavorable meteorological and
hydrological conditions like in 1982, threatens with ice jam flood as before.
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In rcscarch of analyzed processes, video techniques, especially airbome, with computer
processing of video images are very useful.
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ICE JAM FORMATION IN THE SHOKOTSU RIVER

H.T. Shen', L. Liu', K. Hoshi?, Y. Watanabe®, K. Hirayama*

ABSTRACT

A study on the breakup ice jam occurred in the Shokotsu River in 1995 is presented. This
study investigated the reason for the occurrence of the ice jam by analyzing the available
hydro-meteorological data as well as hydraulic and geometric characteristics of the River.
This analysis showed that the breakup of the ice cover was triggered by a sudden increase in
basin runoff produced by rainfall during a warm spell. The jam was initiated at a section
where there are rapid reductions in channel slope, flow velocity and top width. Numerical
simulation was carried out to analyze the dynamics of the ice jam formation and evolution to
supplement the limited information obtained from field observations.

INTRODUCTION

Rivers in northern Japan are usually ice-covered for several months in the winter. Most of
these rivers originate from mountainous areas, and flow through coastal plains before
discharging into the ocean. Because of the steep channel slope in the mountainous reach, and
the rapid reduction of slope when approaching the coastal zone, severe ice runs and ice jams
can occur in these rivers if premature breakups occur before the melt out of the ice cover. In
this paper, the March 1995 ice jam in the upper Shokotsu River is used as an example for
analyzing breakup ice jam formation in rivers in northern Japan (Shen, 1999).

THE SHOKOTSU RIVER ICE JAM
The Shokotsu River is located in the northeastern part of Hokkaido. Its main stem is 84 km
long. The river flows from its upstream mountainous area to the narrow coastal plain near

' Deparument Of Civil & Environmental Engineering, Clarkson University, Potsdam, Ny 13699-5710 USA
e-mail: htshen@clarkson.edu

1Hokkaido River Disaster Prevention Research Cenler, 5f, 2 Yuuraku Building, South 1 West 1, Chuo-Ku
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Monbetsu before discharging into the Okhotsk Sea. The drainage area of the River is
1,240 km?, which includes 1,141 km® mountainous area and 83 km” flat land. The design
discharge capacity of the river is 1,300 m®s. The channel is very steep. The channel slope in
the upper reach is typically in the order of 1/300. During the winter months the river is
- covered by ice with heavy snow cover, and the discharge is typically in the order of 10 m%s or
less. On March 18, 1995, an ice jam of 3.4 km long formed in the River between kp 6/16 and
kp 0/20, near the Town of Upper-Shokotsu (Fig.1.). This was the only ice jam occurred on the
river during the ten year period between 1989 and 1998. The jam thickness was over 80 cm.
Ice rubble and the floodwater spilled into the snowfield of the floodplains threatened the
Town of Upper-Shokotsu and National Highway No. 273. The flood level remained above the
37.40 m design water level for three days. The revetment of the inner bank of the main
channel was damaged along the bend around kp 2/18 to 8/18 due to the shear force of the ice
run (Hokkaido Development Bureau 1998).

Fig.1. a. [ce Jam in the Shokotsu River between kp 6/16 and kp0/20, March 1995;
b. Damages to the concrete mats on the convex bank of the bend

DATA ANALYSIS
Field observations of the flow and ice conditions were made periodically during the winter at
several cross sections along the River.

ice cover breakup

Fig.3. compares the water level at Upper Shokotsu with the precipitation record at Mombetsu
during the six day period between March 16 and March 21, 1995, This figure shows a gradual
nse of water level starting from March 16, 1995, due to the above freezing air temperature
since March 14. The ice cover breakup occurred between Hours 22:00 and 23:00 of March 17.
The 5.5 mm rainfall along with the accelerated snowmelt triggered the breakup on that day.
The peak rainfall occurred at Hour 18:10 at a rate of 2 mmv/hr. Due to the steep basin slope,
this surface runoff can reach the river within a short time to produce the discharge increase
that caused the breakup (Baba et al., 2000). Fig.2. shows the air temperature record for warm
mid-March winters. This confirmed that the rainfall on March 17, 1995 was the key factor in
the initiation of the breakup. The warm temperature alone could not cause a rapid increase in
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snowmelt runoff enough to trigger the breakup. Shortly after the breakup, an ice jam was
initiated between Hours 23:00 and 24:00. The jam caused the water level to rise at a rate of
about 0.45 m/h. The peak level of 39.54 m was reached within six hours. This peak level was
above the critical water level of 39.40 m.

H([m)

Alr Temp.,°C
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Fig.2. Air Temperature Varations from March 10 to March 31
during Several Warm Winters at Takinoue
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Ice jam location
Field records as shown in Fig.l. indicated that the ice jam was initiated between kp 6/16 and

kp 0/17. Fig.4. shows the daily discharge at Utsutsu Bridge in March 1995.
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Fig.5. shows plots of the channel bed profile and simulated variations of water surface profile,
surface width, and flow velocity along the river reach. It clearly showed that there are rapid
reductions in channel slope, flow velocity, and top width as the flow approaching kp 0/17. All
- of these contributed to the convergence of the ice run and the initiation of ice jam near this
location.

NUMERICAL SIMULATION

Numerical simulation using the computer model DynaRICE (Liu et al., 1998; Lu et al., 1999)
was made to provide more insights to the jam formation process. The model domain covers
the reach between kp 0/15 and kp 0/20. The simulation starts from Hour 22:00, March 17. The
bed elevation for the reach is shown in Fig.6. Values of the bed Manning’s coefficients used
were 0.03~0.035 for the main channel, and 0.05 for flood plains. Iee model parameters were
the same as those used in Liu et al. (1998). Fig.7. shows the comparison of observed and
simulated water levels at Upper Shokotsu. The simulation showed that the ice jam initiated
immediately after the break up (Fig.8.). At the jamming time, the water discharge was about
30 m¥s or less. The water velocity near kp 8/16 was between 0.5 and 0.6 m/s. The premature
breakup provided a large amount of ice supply to initiate the ice jam, especially when it was
occurred before a significant increase in water discharge and water level. After it was
initiated, the jam extended to upstream within 2 to 3 hours while there was no significant
water discharge increase. The significant water discharge increase after this shoved more ice
into the jammed reach and thickened the jam. By Hour 6:00, March 18, the water level
reached the maximum value of 39.54 m. The simulated ice jam covered the reach between kp
6/16 and kp 7/19 as shown in Fig.8. This result compared well with the field condition.

Fig.6. River Bed Elevation between kp 0/15 and kp0/20
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SUMMARY

In this paper a study on the 1995 ice jam in the Shokotsu River is presented. The jam was
produced by the premature breakup of the ice cover in the river during the night of March 17.
This breakup was triggered by a sudden increase of runoff caused by the rainfall around Hour
18:10, March 17. Due to the steep ehannel slope, the breakup was followed immediately by an
ice run. This quickly resulted into the formation of the jam in the vicinity of kp 8/16. Analysis
of river hydraulic characteristics and channel geometry, showed that the initiation of the jam
was caused by the reduction of channel slope and flow velocity near kp 8/16. The narrow top
width at this section and the bend immediately downstream enhanced the jamming potential.
Numerical simulation of the ice jam dynamics eonfirmed these analysis and reproduced the
ice jam processes and related flow conditions. This study serves as an example for analyzing
breakup jam in steep rivers in a snowy region.
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THE COMPARISON OF ROUGHNESS OF THE UNDERNEATH
OF ICE COVER IN RIVER AND IN LAKE

E.P. Anisimova', E.N. Dolgopolova?, A.A. Speranskaya’

ABSTRACT

The roughness of the undemneath of ice cover in two natural streams is investigated.
Comparison of Rossby numbers for these streams shows considerably different regimes of
interaction of these flows with the ice cover. The estimate of the thickness of the boundary
layers is presented.

INTRODUCTION

It is well recogmized that the ice cover on reservoirs and rivers is formed differently because
velocity of a stream results in stirring of water all over the depth of the river. The roughness of
the undersurface of ice strongly depends on conditions of ice formation and varies over a wide
range throughout the winter. When the heat exchange coefficient is small, the basic part of the
cooling heat is released in the water surface layer. This case corresponds to a quiet and quick
freezing by forming the ice crust on the surface of the reservoir. In case of big coefficient of
heat exchange (active turbulent mixing in rivers) the distribution of crystallization heat is
nearly uniform along the depth, that induces production of frazil and anchor ice. As a
consequence, the freezing of the stream delays and the roughness of the underside of ice can
be high at the moment of freeze-up.

The roughness of the undersurface of ice is one of the dominant factors of forming the
boundary layer at the ice cover and the structure of ice-covered flow in the whole. It is very
useful to know the parameter of ice roughness for both mathematical simulation and
fundamental study of ice-covered flow.

The paper presents the results of comparison of experimental examination of ice-covered
streams in the River Moskva and in the Lake Baykal.

' Physical Department, Moscow State University, Russia
?Walter Problems Institute, Russian Academy of Sciences, Russia, 117735 Moscow, ul. Gubkina, 3, Russia
Tel.: 7(095) 135 72 01, fax: 7 (095) 135 54 15, e-mail: endol@iwapr.msk.su
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INVESTIGATION OF THE FLOW IN THE LAKE BAYKAL

The ice-covered flow in the Lake Baykal is induced by the outflowing Angara River. Big
velocity of the river (~6 m/s) causes water opening at the river head which exists throughout
the winter. The charactenstic features of this flow are stable density stratification and the
mixing layer at the boundary between the flow and the bulk of water. Two types of vertical
distributions of the flow velocity were observed:(1) near the water opening, where the local
velocity maximum near the lower surface of ice was seen (~1 m from the ice cover), and (ii) at
the distance of ~0.3 km and more from the edge of ice which were formed by integral
influence of the outflowing Angara River (Amisimova et al., 1998). The local maximum (i}
which was formed by difference between the velocity of the flow and that of the river
becomes smaller as we move away from the river head, and the velocity profile becomes
typical for an ice-covered flow.

Viscous sublayer

Let us consider the structure of the boundary layer at the ice cover near the open water
(velocity profile (i)). Analysis of the structure of this layer shows that it is almost the same as
that developing above the glass bottom of the flume, and the velocity distribution in it can be
described by the Pouaseille equation (Anisimova et al., 1998):

1 dp ,
="y +ay+b, 1
u 2 d ¥y +ay )

where p-pressure, u-dynamic viscosity, w/p=v, wkinematic viscosity of water, p-density of
water.

Using dimensionless variables u” =u/ u ., ¥y =W/H, x"=x/H, p* =pH/u u , and taking into
account the boundary conditions for Eq. 1, we obtain instead of 1:

u'=y'(2-y%) (2)

Comparison of measured velocity distributions for the ice-covered flow in the Lake Baykal
with Eq. 2 shows good correspondence (Anisimova et al., 1998).

To estimate the thickness of the boundary layer & we use the expression for unbounded plate
(Schlichting, 1968) §=5/vx/U_ , where x is the distance from the open water, and U is
the maximum velocity of the profile (i). The calculated magnitudes of § increase as we move
away from the river head into the lake and change over the range 13-62 cm, which is
approximately the location of local maximum of velocity.

Defect velocity law

To investigate vertical distribution of velocity of the flow in the Lake Baykal far from the
head of the River Angara (profiles of velocity (ii)), the analysis of 60 velocity profiles was
performed. It shows that the logarithmic region extends down to the depth F, where
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u(y) =u .. It was found that shear velocity w, increases with the increase of Re. This
dependence can be presented as:

u,=aRe™, o)

where @ is an empirical coefficient.

Introducing dimensionless coordinates u* =u/u,, y* = yu, /v, and using the logarithmic law
for experimental velocity profiles, we obtain

u' =Aln(y*)+ B, 4)

where A=1/x is the same for all measured profiles (x is the Karman’s constant) and B
depends on a particular profile and varies in a wide range. The dependence u, (Re) and the
range of variation of B in Eq. 4 show that the flow does not reach fully developed turbulent
regime (although there are several profiles, which are near to the profile of turbulent flow).
Since it was shown that mean velocity profile in ice-covered flow fits defect velocity law
sufficiently well (Schlichting, 1968; Cebeci & Bradshaw, 1984; Tsai & Ettema, 1996), we use
it to describe the distribution of velocity of the ice-covered flow:

w =25 ln(%) . (5)

Expression 5 was obtained under the assumption that the Prandtl mixing length is /=xy. This
leads to du/dy—co as y—, i.e. the condition of adhesion at the lower surface of ice is
violated. Following Rossby we introduce parameter of roughness of the lower surface of ice
¥, and instead of Eq. 5 we obtain:

Yon D) _ o510 H ®)
u. Y+

Parameter of roughness
The values of roughness y, were found from the measured velocity profiles at the places with

large depth, where the condition y, <<y was valid. Calculated values of the roughness y,
were used to obtain the velocity defect law profiles. Comparison of Eq. 6 with the measured
flow velocity distributions shows good comrespondence (the mean square error is 0.027)
(Anisimova et al., 1998). Since therc is practically no scattering of the data, one can identify
Eq. 6 as a selfsimilarity profile for the flow under consideration.

The parameter of roughness of the lower surface of ice varied over the wide range ~ 5+35cm.
The dependence of y, on the shear velocity (Fig.1.) shows that on the lower surface of ice in

the Lakc Baykal the hydraulically smooth flow is formed. At the lower surface of ice,
turbulent shear stress was defined from the data as: 7, = pul. As the measurements were
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performed from January till May, the roughness of the lower surface of ice vared
considerably, and as a consequence 7, changed from 0.05 to 1.6 g/cm's”.

INVESTIGATION OF THE ICE COVER IN THE RIVER

The appearance of the ice cover on a river results in considerable changes in structure of the
flow, for instance, in transport of sediments and admixtures and also in increase of hydraulic
friction. The roughness of the ice cover is one of the main parameters defining the structure of
ice-covered stream. We consider the ice-covered flow in the river using the flat-stream
approximation, because for most of plane rivers the width-to-depth ratio is a big number.

The usual description of an ice-covered flow is that of a stream composed of two currents, one
of which is formed near bottom and another under the ice cover. Measurements of velocity
profiles of the ice-covered flows show that the roughness of the lower surface of ice and
bottom are different. The existing data indicate also that the models in which velocity profile
is supposed to have a maximum on a single horizon can be considered only as approximate
schemes. Usually, the measurements of velocity profiles in nature and in flume streams show
the existence of a layer of considerable dimension in which the gradient of velocity is
practically zero (Smith & Ettema, 1994; Dolgopolova, 1996).

The reach of experiment

The investigation of ice-covered flow was performed in the River Moskva in winter. The
fundamental characteristics of the river are: Reynolds number Re=10%, Froude number
Fr=2.107, the mean width 8=70 m, mean depth #=2 m, mean velocity reaches 0.6 m/s, the
thickness of ice varies from 13 ¢m to 40 cm. The bottom consists of sand.

Two practically rectilinear study reaches were chosen (the distance between reaches was
600 m), each of them was about 400 m, and 20 measuring sections were laid out with 40 m
between neighboring sections. There were up to 9 verticals in the measuring section. To
choose suitable cross-sections for measurements of mean velocity profiles, we measured
depth and thickness of ice on each vertical.

Three cross-sections were chosen in the upper reach and two - in the lower. Mean velocity
profiles measured at five verticals in each cross-section are presented in (Dolgopolova, 1998).
The river bed of chosen cross-sections had nearly trapezoidal shape. There was warm water
discharge at the right bank of the river in the second cross-section at the upper reach. The
spreading of warm water could be traced by measuring the thickness of ice across and along
the nver.

Mean velocity distributions

Following the classical representation of an ice-covered flow mentioned above, we will divide
it into two streams, assuming that distribution of mean velocity of each of them js described
by the power law (Dolgopolova, 1996). This description enables us to find the location of the
maximum velocity and to calculate analytically the mean velocity profile for the whole stream
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which is in good comrespondence with the measured one. The position of the level of the
maximum velocity was used to define the thickness of the current formed by the ice cover.
The distribution of wvelocity of this current was described by velocity defect law
(Dolgopolova, 1998). In this case the Rossby parameter of roughness was found by the same
method as for the flow in the lake.

Roughness of ice in river

Near the place of warm water discharge a block of ice was cut out (dimensions 0.9 m x
0.6 m). The lower surface of ice of this block consisted of alternating sequences of funnels
(depth about 6 cm, diameter 2-3 cm), and water galls of mean dimension 6-8 cm. Near this
place the thickness of ice had its minimum - 13 cm and the calculated parameter of roughness
had the maximum value -2.6 cm. The results of calculation of y, are presented in Fig.2. as a
function of shear velocity. Although the magnitudes of Rossby parameter in the Moskva River
are by several orders smaller then those in the lake, a hydraulically rough flow is formed at
the underneath of ice in the river.

Analysis of thickness of ice along the study reach shows that it strongly depends on the warm
water, which was discharged near the right bank at the beginning of the reach. We did not
observe the increase of the thickness of ice near the banks as it was noted in (Larsen, 1973;
Engmann & Kellerhals, 1974). This can be explained not only by the warm water discharge,
but also by the small depth of the river as compared with the rivers investigated in above
mentioned works (H=5-12 m).

Along all the reach of study, beginning with the second cross-section, the thickness of ice near
the right bank was about 20-25 cm, which is considerably smaller then the mean magnitude,
and shows the influence of warm water discharge through about 1 km down the river. This
fact confirms the distribution of the transfer coefficient through the depth of the ice-covered
flow which is presented in (Shen & Harden, 1978), where it is shown that the transfer
coefficient has two maxima (corresponding to division of the flow into two flows) in the
bottom flow and in the flow formed by the ice cover. Between these currents the transfer
coefficient has its minimum, which prevents warm water mixing all over the depth.

The approximate estimate of the thickness of the boundary layer at the lower surface of ice
was made by using the expression (Nikitin, 1963):

u, =5.6u,, @)

where u; is the velocity at the boundary of the layer. Analysis of the numerous results

obtained in various experimental settings in laboratories and in nature made possible to argue
(Nikitin, 1963) that relation 7 is valid for smooth and rough riverbeds at different regimes of
turbulent streams.
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Using the measured velocity nearest to the ice, we calculate the ratio u, /u, . In most cases this
ratio is much larger then 5.6, that is our probe worked outside of the boundary layer. At three
verticals at the right bank of the cross-section Il and at the two verticals in the middle of the
river in the cross-section III the ratio u,/u, <5.6. In these cases the propeller was at the
distance 10 cm from the ice cover. The distance between cross-sections I and Il was 40 m.
Thus we may suppose that there is a turbulent boundary laycr at the underneath of the ice
cover of thickness about 10 ecm which is spreading from the right bank to the middle of the
river for 40 m.

YO, cm yO, cm
40 E+l
E+0
| E-l
20+ E-2
E-3
o E-4
0 — T T T T T ] E—S LI B L | T T LI R L |
0.0 1.0 2.0 3.0 4.0 1.0 10.0
1/u., s/cm Us, CITL/S
{ | dataof measurements : data of measurements
Yo=10.3 * (1/u) + 0.76 lgys=50lgu.-89
Fig.1. The dependence of the roughness Fig.2. The dependence of the roughness
parameter on the shear velocity parameter on the shear velocity
in the Lake Baykal in the River Moskva
CONCLUSIONS

Although the icecovered flows in the lake and river both have large Reynolds numbers, the
characters of these flows are very different. In the Lake Baykal, near the open water there is
formed a boundary layer with velocity distribution described by the Pouaseille equation and
which thickness is increasing as one moves away from the opening. At the large distances
from the opening, the flow is transitional from the laminar to the turbulent one and is nicely
described by the defect velocity law which takes into account the roughness parameter of the
under-ice surface. The roughness parameter varied in a wide range and its dependence on w,
shows that in the Lake Baykal the hydraulicaily smooth flow is formed. The dependence
¥, (u,) for the River Moskva indicates the hydraulically rough regime of the stream.
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RIVER ICE PROBLEMS ON THE LOWER VISTULA

M. Grze$', W. Majewski’

ABSTRACT

Vistula is the largest Polish River. The river flows from south in the north direction which has
an essential influence on thermal and ice regime. From hydrographic point of view Vistula
river can be divided into three sections: upper, middle and lower. Lower Vistula is the river
section 391 km long and has very high ice jam potential. Numerous floods occurred in the
past during winter time. They appeared either in the beginning of winter during ice formation
or in spring during ice run. This river section is very important from economic and
engineering point of view. The paper presents studies of ice phenomena along Lower Vistula
and engineering solutions which were assumed to limit the negative consequences of ice jam
formation and floods.

VISTULA RIVER

Vistula River is the largest Polish river and one of the largest in Europe. It is the second
largest river (after Neva) of the Baltic Sea Basin, The total length of Vistula River is 1068 km.
The source of Vistula is in the south of Poland in Carpathians at the altitude 1100 m above
sea level. The average discharge at the river mouth is 1080 m’/s, which gives the average
annual outflow of 34 km'. The maximum and minimum observed discharges (1951-1990) are
7840 and 253 mY/s respectively. The total Vistula River catchment is 194 000 km? of which
169 000 km’ is within Polish boundaries i.e. 87 %. The Vistula catchment which is in Poland
constitutes 54% of the total Polish surface area. From hydrographic point of view Vistula can
be divided into three distinctly different sections: Upper Vistula, Middle Vistula and Lower
Vistula, These three river sections constitute three river catchments. They represent different
gcographic and climatic conditions. High rocky mountains in the south and flat plains in the
north. Severe winters with much snow in the mountains and milder winters in the north due to
the influence of the sea. The average precipitation for Vistula catchment is 600 mm, similar to
the whole Poland. Maximum average yearly precipitation occurs in the mountain region
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(1700 mm) and the lowest in the region of Lower Vistula (450 mm). Vistula has one of the
highest flood potential in Europe with nonuniform flow distribution in time. Vistula is
characterised by significant sediment transport (suspended and bed load). At present water
pollution in Vistula is still very high, and results mainly from industrial and domestic sewage
discharges. The total volume of water stored in retention reservoirs over Vistula catchment
does not exceed 6 % of the annual average outflow,

LOWER VISTULA

Lower Vistula is 391 km long river section with very diversified character of the channel
Upstream part is a braided channel close to the natural. Between Plock and Wiloclawck there
is the run-off-river reservoir Wioctawck and downstream from it Vistula is trained river with
limited meandering and finally cstuarine section. Lower Vistula can be divided into four
sections. Lower. First - the most upstream section 68 km long is only partly trained with
braided channel, sand bars and islands. Average widths of river channel extends from 360 to
800 m. The width of flood channel is from 700 to 1700 m. About 100 km’ of floed plains
along the river is protected by flood embankments which were designed for the discharge of
1% probability. This river section usually produces significant amount of frazil ice in the
beginning of winter. Second section of the Lover Vistula extends along 57 km and includes
run-of-river reservoir formed by low head barrage. Surface area of the reservoir is 70 km?® and
the volume 400 mln m’.Wloclawek project was completed in 1970 as one of the projects of
the Lower Vistula Cascade. Up till now it operates as a single project with all consequences of
such situation (local erosion, sedimentation, ice regime). Third section, just downstream from
the dam - 43 km long is partly trained with damaged channel by the picking operation of
hydraulic powerplant. Discharge along this section is very nonstationary, changing
considerably several times during day due to the operation of hydraulic powerplant. Fourth
scction - 223 km long, extends to the river mouth. It has been trained for navigation in the
XIX century. Protection against flood waters is by means of embankments and high banks of
the river valley. The last 30 km of this section is under influence of the sea which often causes
ice blockade or high water elevation.

Ice jams along Lower Vistula

Studies of ice jam phenomena on the Lower Vistula were initiated already in XIX century.
These were one of the first in Europe. The best known and described in detail was ice jam in
1840 in the Pleniewo region close to Gdansk. The dammed waters of Vistula broke through
the sand dunes along sea coast over the length of 1.5 km and formed a new river outlct to the
Bay of Gdansk called Wista Smiala (Bold Vistula). The largest known ice jam appeared in the
region of Tezew in 1885. At this time approximately 440 km? of the valley were flooded. 126
villages were under water (Grzes, 1991).

Every two or three years in the delta region of Vistula significant ice jams with floods
occurred. The reason for many ice jams in the estuarine section of Vistula was the
complicated layout of river channels. They branched approximately 10 km from the sea to the
West (Gdansk Vistula) and to the east (Elblag Vistula). Upstream from this point was another
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east branch Nogat. In 1895 it has been decided to make radical change in river channel layout.
The straight new Vistula channel was constructed leading Vistula waters and floating ice
directly to the sea. Since that time there was no winter or summer flood in this region. Nogat,
Gdansk Vistula and Elblag Vistula were cut off from the main ehannel by means of navigation
locks. Problems of icebreaking and the influence of sea ice, however, remained till today.
Now ice problems moved downstream to the location of sedimentation cone, which formed at
the mouth of Vistula main channel, due to shortening of Vistula channel. Deposits of Vistula
sediments are moved into the Bay of Gdansk by means of extended wavebreakers on both
sides of river channel. These wavebreakers are now more than 2 km long. Estuarine section of
Vistula is shown in Fig.1.

MORZE BALTYCKIE ( ZATOKA GDANSKA )
BALTIC SEA (BAY OF GDANSK)

ﬂ
PRus_zcz
GDASNISKI

Fig.1. Estuarine section of Vistula

The first, unfortunately not successful attempts to control ice formation on the Lower Vistula
started already at the end of XVIII century. They were based on directing ice floes into River
Nogat (branch of Vistula). Specially constructed heavy sledges were used for ice breaking.
This was kind of prototype of icebreaker. The first icebreaker mechanically propelled by
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steam engine was introduced in 1881. Since that time river icebreaking has been the most
effective active method for controlling ice break-up and elimination of ice jams. The main
difficulty in the use of icebreakers on Vistula River was their drought (1.5 to 2.0 m) which
rewnains till today, When training of the Vistula River channel {downstream from km 718)
- was completed at the end of XIX and beginning of the XX century the possibilities of
icebreaking increased considerably. The drop of ice jam frequency occurrence was quite
significant. However upstream from this point (km 718) where the river channel remained in
natural state one or even several ice jams were observed each winter. It was interesting that
ice jams usually formed approximately in the same locations along the river channel, which
were well known to the river exploitation service. This situation changed significantly after
the completion of Wloclawek project in 1970. Run-of-river reservoir divided the Lower
Vistula Section into 3 parts (upstream from reservoir, reservoir, and downstream from
Teservoir).

WLOCLAWEK PROJECT
Wioclawek Project consists of earth dam 20 m high and 650 m long with 10 bay spillway
section equipped with steel vertical gatcs for discharging water and ice, hydraulic powerplant
of the capacity 162 MW operating in picking power mode, and navigation lock (115 m long
and 12 m wide). Layout of the Wloclawek project is shown in Fig.2. The barrage forms run-
of-river reservoir of the volume 400 mln. m’ and the length about 50 km. Reservoir is situated
between two large cities Wioctawek and Plock. Maximum discharge which was obscrved
during the operation of the project was 6900 m’/s. Maximum design discharge through the
powerplant is 2200 m*/s . Steel vertical gates can be lowered by 2.20 m and thus provide the
discharge of 1300 m'/s. When discharge is higher it is necessary to raise the gates. With fully
opened gates the discharge through the spiltway is 7500 m*/s. The main aim of the project was
the production of electric energy, improvement of navigation, and to provide possibilities of
water supply for various purposes. Formation of the reservoir initiated significant
sedimentation in the upstream part of the reservoir (about 1.5 mln m’ per year). Sedimentation
caused erosion downstream from the reservoir. The main problems which appeared on the
reservoir and the barrage during winter operation were:
» formation of hanging dams due to the inflow of large amounts of frazil ice thus causing
increased water elevations,
s operation of spiliway gates and navigation lock due to freezing,
o ice breaking on the reservoir and ice discharge downstream.

Wiloctawek project caused important changes in hydraulic and icc regime in the reservoir.
Comparison of ice regimes before and after dam construction indicates that total duration of
ice phenomena did not change and lasts on the average about 80 days per year. Considerable
changes are, however, in the duration of particular forms of ice regime. Frazil ice movement
was shortened from 48 to 8 days. Floating ice changed from 9 to 6 days. Duration of solid ice
cover on the reservoir increased from 25 to 64 days.
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Fig.2. Layout of Wtoctawek project

EXAMPLES OF EXTREME ICE SITUATIONS ON WELOCLAWEK RESERVOIR
Wioctawek reservoir extends along Vistula River over 50 km. However, its essential part
42 km long is between two important cities Wioctawek and Plock each of the population more
than 100 thousand inhabitants. With constant water elevation at the Wioctawek dam required
for hydraulic powerplant, depending on the character of ice cover on the reservoir water
elevations at Plock cross-section (42 km upstream) may vary considerably from water
elevation at free water surface. In some cases the increase reached 200 to 250 cm.

In winter 1978/9 ice cover formed during low discharge (1000 m3/s). Rapid formation of ice
cover on the reservoir was accompanied by the formation of numerous hanging dams and
frazil deposits under solid ice cover. When in the beginning of March river discharge
increased to about 3000 m3/s rapid increase in water elevation in Plock was observed. River
discharge is denoted by Q, free surface water elevation (calculated) - H’, and water surface
elevation with ice cover (measured) - H. During some days water surface elevation with ice
cover was higher than 170 cm. In January 1981 despite low discharge (1200 m3/s) water
surface elevation in Plock was nearly 200 cm higher than for free surface flow with the same
discharge. This was caused by very nonuniform ice cover with numerous hanging dams thus
creating high flow resistance. The sequence of changing discharge and water elevation is
shown in Fig.3.
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Fig.3. Discharge and water elevations in Plock during winter 1978/9

Due to very unfavourable hydrological and meteorological conditions (drop of air temperature
during one day of nearly 30 °C, strong wind blowing in the upstream direction, and high
discharge) very high water elevations occurred in Plock. They exceeded the crest of flood
dykes which resulted in inundation of 10 000 ha of land and 2230 farms (Majewski, 1996).
The changes of water elevations and discharge for Ptock gauge are shown in Fig 4.

H Il - ice period
1000
(cm) T—1ice period H
900 ﬁ'\ Q
/ T (m¥s)
800 \ 4000
N—-”T’\
700 B //\l‘/ ; \ 3000
N // \‘ H
1\ /
600 . f \~’-~-_/ _— ———J} 2000
500 1000
/
Q
25 5 10 15 20 25 5
December 1981 January 1982 February 1982

Fig.4. Discharge and water elevations in Plock during winter 1982
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Ice cover on Vistula River (km 706,0)
on 30.01.1997
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Fig.5. Examples of ice cover on Vistula River
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ICE COVER FORMATION ON VISTULA RIVER

The dominant form of ice formation on the Vistula is a run of frazil ice and frazil pans. This

period usually takes about 50-60 % of ice phenomena in general. During mild winters the
" phase of freeze-up is the only phase of the full cycle of ice phenomena. A characteristic
. feature of the winter season on the Vistula is the occurrence of two or even more cycles of ice
phenomena. In some situations this overlapping of ice phases leads to dangerous phenomena
in ice cover formation. The mixture of frazil slush deposits and ice floes very often leads to
dangerous ice jams (Majewski & Grze$, 1986). Some cross-sections of Vistula with ice cover
are shown in Fig.5. One of the very important and efficient forms of mitigating the influence
of ice phenomena on flow characteristics in the Lower Vistula is ice breaking. It depends on
the accuracy of meteorological and hydrological forecasts as well as progress of ice breaking.
This can be from few hundred meters to 20 km per day. It depends on water depth and the
thickness and composition of ice cover.

CONCLUSIONS

Ice phenomena have been always a very important feature of the Lower Vistula. Most floods
which occurred here resulted from severe ice jams. During last 30 years since Wloctawek
Reservoir was put into operation about 30 severe ice jams of various type and location
occurred. One of them caused severe flood in 1982. A lot of experience in operating hydraulic
project Wloctawek during winter conditions was gained. One of the most efficient means was
and still is ice-breaking.
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SCALING AND MEASUREMENT OF ICE RUBBLE PROPERTIES
IN LABORATORY TESTS

A. Jensen'”, K.V. Heyland’, K.-U. Evers®

ABSTRACT

Physical and mechanical properties of level ice and ice ridges have been scaled and
determined in laboratory tests. Tempering the ice surface scales the strength of the level ice,
the unconsolidated ice rubble is as in nature already at the freezing point and this makes a
temperature scaling impossible. Small-scale mechanical tests showed that the ice blocks from
the ridge were stronger than the level ice. Salinity and ice temperature profiles were measured.
Ice rubble properties in three trapezoidally shaped ridges were investigated. The consolidated
layer was cut along the perimeter of a circular plate (¢=0.7 m), and the plate was loaded
vertically in order to penetrate through the ice ridge. The force and displacement of the plate
were recorded simultaneously. Results from the tests are reported together with material
properties derived from a simplified analytical model.

INTRODUCTION

Sea ice ridges are formed by compression or shear in the ice cover. They consist of an
overwater part (the sail) which is a mixture of ice blocks, air and snow, and an underwater
part (the keel) in which there are ice blocks and water. The keel is divided into a consolidated
- and an unconsolidated part. First-year sea ice ridges are major obstacles to transport and
operations in waters where first-year ice prevails, such as the Pechora Sea, the Barents Sea
and the Baltic Sea. The load these ridges may exert on a ship or a structure is not well known
and the present load algorithms seem to overestimate the real loads (Timco et al., 1999).
Laboratory work is a vital part of the strive to gain insight into the ridge-structure interaction
process and, thereby improve the load estimates. One of the major problems with laboratory
testing is scaling. Scaling is done according to which effects that dominate the problem,
gravity, inertia, velocity etc. Gravity forces dominate our problem thus Froude scaling is used.
The basic idea here is that the gravity field is not scaled and that the basic scaling unit is the
length 1. Some work has been done on ridge-structure interaction in the laboratory (Keinonen
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and Nyman, 1989; Eranti et al., 1992; Leset et al., 1998; Kamesaki and Yamauchi, 1999).
However, no standardised method for ridge production in ice facilities seems to exist. The
ridges are usually made by cutting the ice manually and making a pile. More advanced and
realistic ridge formation has been done in the laboratory by Tuhkuri et al. (1998), but they
- have not made any mechanical testing of their ridges. Laboratory tests of ice rubble have been
done by several authors with different equipment, see Ettema and Urroz-Aguirre (1991) and
Timco and Cornet (1999) for an overview of results and methods. The rubble is often
considered to be almost cohesionless, and small values of the cohesion ¢ is often found, but a
wide scatter of values for the angle of internal friction ¢ have been reported. A plug, or a push
down test where the consolidated layer is pre-cut and the rubble is loaded vertically was
originally done in-situ by Leppéranta and Hakala (1992), and has been done in the laboratory
by Azarnejad and Brown (1998). One problem is the derivation of material properties from
the recorded force and displacement, as the stresses on the failure plane are not known.

EXPERIMENTS, RESULTS AND ANALYSIS

Procedure for production and consolidation of the ridges

The experiments carried out in the Large Ice Tank of the Hamburg Ship Model Basin
(HSVA), were designed to simulate the most severe ice conditions in the Pechora Sea. Loset
et al. (1997) gives an overview of the ice conditions in the area. The design level ice thickness
was 1.2 m and the design keel depth was 18 m in the testing. The maximum block thickness
in such a ridge is about 1.1 m (Tucker and Govoni, 1981; Sayed and Frederking, 1988). The
block size distribution in ridge sails has been examined by eg Veitch et al. (1991) and
Kaankanpii (1997). They report that the length and the width of the blocks were between 1.5
and 5 times the thickness. However, it is possible that larger blocks exist in the lower part of
the keel (Mauri Miittianen, personal communication).

The model ice sheets were produced according to the procedure described by Evers and
Jochmann (1993). The characteristic parameter of the level ice was the flexural strength,
because the predominant ice failure mode in ice-ship interaction is bending. The proper
flexural strength was obtained by heating the ice so that the target strength and thickness was
reached. The scaling factor 4 was equal to 25. The other parameters were scaled according to
Froude scaling (see eg. Loset et al., 1998).

The ridge production procedure is explained in Jensen et al (2000). Three different level ice
sheets were produced with embedded ridges (3000, 4000 and 5000), and three different ridges
were tested: 4000, 5001 and 5002. Fig.1. shows a longitudinal cross-section of ridge 5002.

After the ridge formation the freezing continued until the target level ice thickness was
reached (48 mm). The level ice growth during the consolidation period was about 10 mm. The
ridge was examined after each test by cutting it into pieces and inspecting it visually. The
thickness of the consolidated layer was between 10 and 15 cm. The results are comparable to
what Timco and Goodrich (1988) found in their laboratory work.
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Fig.1. Longitudinal profile of ridge 5002

Testing of physical properties; salinity, density and temperature

Measurements were done on salinity, density and temperature development in the level ice
and in the ridge. The temperature development in the ridges is shown in Fig.2. During the
consolidation phase the cold front (7 < Tj) advanced less than 5 cm below the water line, ie
the internal redistribution of heat was essential to explain the observed consolidation thickness
of 10-15 cm. The temperature at the ice/water interface was constantly at the freezing point
(Tr = -0.5°C). Warming-up of the ice is necessary to obtain the correct scaled flexural
strength. The temperature profile shows that the consolidated layer and the keel was colder
than the surface of the level ice, ie at the freezing point or below.
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Fig.2. Temperature profiles a) during consolidation process and b) prior to testing

Table 1
Salinity and density
Density (kg/m*) Salinity (ppt)
Sail Keel Level ice
Average value 867 3.18 3.35 3.46
Standard deviation 49 0.84 0.64 0.36
Number of samples 10 14 5 18

107



Table 1 displays the salinity and density measurements. 38 samples of the level ice and the
ridges were taken for salinity measurements. Little difference was found between the level ice
(3.46 ppt) and the keel (3.35 ppt), but the salinity in the sail (3.18 ppt) was a bit lower. It was
a clear trend of decreasing salinity with time; it decreased about 0.8 ppt per day. The salinity
. of the water in the basin was 8.5 ppt. Ten measurements of density were done (8 by the mass
. divided by volume method, 1 with mass and buoyancy and 1 with volume and buoyancy.

Testing of mechanical properties of the level ice and individual ridge blocks

Two tests were carried out to examine the mechanical properties: beam bending and a
hardness test. In the hardness test two different steel balls were used. They were dropped from
a certain height hpg4 (20 or 25 cm) and the indentation diameter, dgy, and the penetration
depth, Ags, were measured by a slide gauge. The mass of the steel balls, mpg, were 90 and
150 g, and the diameter, dpg, 28.3 and 33 mm respectively. This kind of testing is described
by Moldestad (1999). The energy balance in Eq. 1 defines an average material resistance F,:

h,
— 1
My, g +ho)= | Fodh=Fy-h,, M
o

where hgp, is the penetration depth.

The hardness, H, is defined as the material resistance divided by the contact area between the
ice and the steel ball (Spy):
)

<7

H=

%)

s

The test results showed a significant scatter, however a general trend was seen and average
values are summarised in Table 2
The strength decreased with increasing temperature.

Table 2
Mechanical properties from sheet 5000 (number of drop tests in brackets)

Testing time (h) 15:00 16:00 20:00 22:00
Approx. bending strength, o5 (kPa) 55-60 45-55 20-30 15-20
Hardness of level ice, H (kPa) 65 (18) 58 (3) 13 (2) 22 (2
Hardness of cons. layer, H (kPa) 94 (6 252 (8)
Hardness of sail, H (kPa) 69 (2)
Hardness of refrozen pocket, H (T-ice) (kPa) 76 (2)

Ridge penetration test

The sail was removed and the consolidated layer was cut. Fig.4. shows the set-up. The circular
ballasted plate was hanging in a crane and lowered carefully down so that it smoothly touched
the ice. Zero of the load cell was taken and the plate was lowered further down until it was
obvious that the ridge had failed. After failure, the plate was lifted up, re-lowered and finally
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lifted up again. The velocity of the crane was constant and force and displacement versus time
were recorded. Fig.3. shows a typical force and displacement curve versus time for the testing
and Table 4 shows the key values calculated from the tests. The angle a is found by adjusting
the calculated buoyancy force to the measured one.

350

E
%0 E
250 =
o
200 o
150 &
3
0 o
50
B : T o
125 150
Time [s]
Fig.3. Force and displacement curve during testing
Table 3
Key values from the measurements
Test Frax Fp(max load) | Fp (max displ.) hi hefy radius a
4000 1274 N 324 N 677N 0.550 m 0450m |0.35m | 33.5°
5001 1043 N 259N 612N 0.559m 0499m |035m | 22°
5002 818 N 276 N 629 N 0.559 m 0.499m |035m | 25°
5003 758 N 97N 124N 0.559 m 0499m [0.10m | 31°

A simple analytical analysis of the plug test is done as follows. A failure plane with stresses
74 and o4 as shown in Fig.4a. is assumed. The vertical distribution of stresses is assumed to
be linear as shown in Fig.4b., where 7, =27 and o, =2-5.

Plate + the consolidated layer

d=2r
«—>

a) b)
Fig.4. Simple analytic model for shear punch analyses

Vertical equilibrium of the cone in Fig.4b. and the Colomb-Mohr yield criterion give the
following two equations:
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F-F,
cosa-S

+0-tana (€)

T=

r,=c+0, tang @

" where F is the applied force, Fj the buoyancy force and S the surface on which the stresses
act c is the cohesion and ¢ the angle of internal friction.

This gives us two equations and four unknowns. When the normal stress on the failure plane
is between the limits given in (5), the extreme values for the material parameters presented in
Table 5 can be calculated.

F F 5)

where 7 is the radius of the plate.

Table 4
Extreme values for ¢ and ¢ if o4 is between the limits given in Eq.5

Test
4000 5001 5002
Cmax (Pa) 33381915 2423 - 1622 1895 - 1174
Pmax () 45 - 61 42-61 44 - 61
4500 -
4000 -
3500
3000 -
; zooo o
= RE 5002
1500
1000
500 -
0 +— — e p=——r——amers -
0 1000 2000 3000 4000 5000
Sigma

Fig.5. The equilibrium equation for the three plug tests

In Fig.5. the equilibrium equations for the three tests are shown. If we assume that the same
material properties yield for the two ridges and that the normal stress on the failure plane is
the bigger in test 4000 and the smaller in the 5002 test, then the following range of the
material parameters ¢ and ¢ can be estimated: ¢ < 500 Pa and 25° < ¢ <40°.
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DISCUSSION AND CONCLUSIONS

The ratio of the thickness of the consolidated layer to the thickness of the model level ice was
2-3, this is higher than what has been found in the real world (see eg. Frederking and Wright,
1982; Kaankanpai, 1997; Leppidranta and Hakala, 1992). 3-4 layers of refrozen rafted ice
were also observed in the unconsolidated part of the keel, this may be more than what exists
in a real ridge.

The hardness, H, found from the drop test is not a well-defined material parameter in relation
to the flexural strength, thus it can only be used as an index value. Measurements of the
flexural strength and the hardness show that the ice in the ridge was too strong compared to
the level ice. It is well known that the ice strength decreases with increasing temperature, and
the temperature difference between the level ice and the ridge keel explains the difference in
strength. In nature the temperatures in the unconsolidated rubble are at the freezing point,
whereas the average temperature of the level ice is normally below 77

The analytical solution does not give exact material properties as the stresses on the failure
plane are unknown, but we suggest ¢ < 500 Pa and 25° < ¢ < 40°. The cohesion has the
dimension Pa and should thus be scaled with a factor 25, this gives a full-scale cohesion of
¢ < 12 kPa. The material properties of unconsolidated ice rubble are not yet well established,
but the our suggested values are comparable to what others have found (Ettema and Urroz-
Aguirre, 1991).
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FINITE-ELEMENT SIMULATION OF S2-COLUMNAR ICE
VISCOPLASTIC BEHAVIOUR: SENSIBILITY ANALYSIS

J. Meyssonnier!

ABSTRACT

Finite-element simulations of compressive creep of a polycrystal of S2-columnar ice loaded in
the plane perpendicular to the long direction of the columns are presented. The computations
are done by modelling each grain as a transversely isotropic incompressible continuous
viscoplastic medium whose symmetry axis is the c-axis of the crystal. The results show that,
due to the very strong anisotropy of ice, the number of grains required to homogenize the
viscoplastic properties is large, at least S00 for linear behaviour and 1000 for non-linear
behaviour, and that the influence on the homogenized properties of the nature of the boundary
conditions applied to the polycrystal cannot be neglected.

INTRODUCTION

Many models are currently developed to account for the strain induced evolving anisotropy of
polar ice, in order to improve polar ice-sheet flow models. Most are based on micro-macro
homogenization schemes which aim at deriving the mechanical properties of a polycrystal
from the known behaviour of its grains. Considering the exceptionally strong anisotropy of ice
in the viscoplastic regime, assessing these models is mandatory. This can be done by
comparison with finite-element simulations. Such numerical studies of ice were done by
McKenna (1992) on the transitory creep of S2-ice, and by Elvin (1996) on its elastic
properties. The present paper is a limited study of the influence on the results of finite-element
simulations of compressive creep of S2-columnar ice, of the number of grains used to describe
the polycrystal, of the distribution of the grains crystallographic orientations, of the nature of
the applied boundary conditions, and of the parameter which controls the anisotropic
behaviour of the ice single crystal.

' Laboratoire de Glaciologie et Géophysique de 'Environnement, CNRS et Université Joseph Fourier,
(UJF-Grenoble 1), France. BP 96, F-38402 Saint-Martin d'Héres Cedex, France, Tel.: 33 4 76 82 42 70,
fax: 33 4 76 82 42 01, e-mail: jacques@glaciog.ujf-grenoble.fr
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Fig.1. a) hexagonal structure of ice (1: basal, 2: prismatic, 3: pyramidal planes) and structure
of S2-ice: the long axes of the grains are parallel to the same direction Z and the grains c-axes
are distributed at random in the (X,Y) plane;

b) structure of the finite-element meshes used in the study;
¢) each basic hexagonal grain is made of six-nodes triangular elements: the basal planes
of the 6 triangles (parallel to the x axis) are at angle y from the X-axis.

GRAIN AND S2-ICE BEHAVIOUR

Each grain is modelled as a transversely isotropic incompressible continuous medium whose
symmetry axis is the c-axis. For linear behaviour this is equivalent to the approach involving
the basal prismatic and pyramidal slip systems (Meyssonnier and Philip, 1999a). In the non-
linear case this simplification is justified by Kamb (1961). Since the c-axes of the grains are
randomly distributed in the plane perpendicular to their long direction, S2-ice can also be
considered as a macroscopically transversely isotropic incompressible medium (Fig.1a.).

For such a linear medium, the constitutive relation, expressed in the material-symmetry-
reference frame with rotational symmetry axis along x,, links the deviatoric stress tensor s and
the strain-rate tensor d by

da-1
s1—S22=2N(d11 - dz), SJJ=2H%—dJJ,512=2ﬂd12, s23=2MP day, s31=21Bdy (1)

where 1 is the viscosity for shear in the plane of isotropy (x,,x,), o is the ratio of the viscosity
in uniaxial compression along x, to that in the plane (x,,x,), and B is the ratio of the viscosity
for shear parallel to the plane (x,,x;) to n. Relation 1 models the grain behaviour, with x;
along the c-axis, as well as S2 —ice behaviour, with x, along the long direction of the columns.
Following Meyssonnier and Philip (1999b) the simplest generalisation of Eq. 1 is adopted for
the non-linear behaviour. It results in replacing n in Eq. | by the apparent viscosity n* given
by

s a-tn(Y-n)n_ -[tl-n
=A =A
n Yo 0 (2)
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where A is a fluidity parameter (A=1/n in the linear case n=1) and the invariants given by

2 2 2, 2 7, 4 2 2 1 2 2 2 2
To=(do-1)d35+(d) =dy) +4d 5 +4B(dys+dsy) > t°=W3?ITFS33+I(S“_SZZ)+S'2+’;3(523+S“) 3

in the material symmetry axes, are linked by

il _ n
N T TS AT, 0]

(note that when the medium is isotropic, a=p=1, relations 1-4 reduce to Glen's flow law).

FINITE ELEMENT MODELLING

Since the viscoplastic behaviour of the ice single crystal is extremely anisotropic, the
deformation of a grain loaded in a plane containing its c-axis can be considered as two-
dimensional. This plane strain assumption was then adopted to model the creep flow of S2-ice
loaded in its plane of isotropy (perpendicular to the long direction of the columns). The two-
dimensional problem was solved in the S2-polycrystal reference frame {X,Y,Z} shown in
Figure la, with the Z axis perpendicular to the plane of flow. The finite-element solution was
obtained by using a mixed velocity-pressure formulation, with the pressure p acting as a
Lagrange multiplier to enforce the incompressibility condition (Meyssonnier, 1989).

The S2-ice polycrystal was modelled by a regular array of hexagonal grains with the same
dimensions, and each hexagonal grain was modelled by six triangular elements (see Fig.1b.
and c.). In each basic triangle a quadratic interpolation of the velocities and a linear
interpolation of p were adopted. The c-axes of the grains were in the (X,Y) plane. The local
reference frame {x,y,z} of a grain was such that its y axis coincided with the c-axis, and the z
axis was taken along the Z axis of the global reference frame. The trace of the basal plane (i.e.
x axis) was at angle y with respect to the X axis of the global reference frame (see Fig.1c.).
The orientation of the basal plane of a hexagonal grain was fixed by assigning the same value
v to the orientations of its six constituent triangular elements. To ensure a homogeneous
distribution of the grains orientations, each grain was assigned an orientation (2n-1)m/2Ny,
with n integer in the range 1<n <N;, N; denoting the total number of hexagonal grains in the
finite-element mesh, the value of n being drawn at random (only once).

The grain behaviour was modelled by relations (1)-(3) with indices {1,2,3} corresponding to
{z,x,y}, respectively. The finite-element system was obtained by computing the viscosity
matrix in the local reference frame of each grain before expressing it in {X,Y,Z}.

NUMERICAL SIMULATIONS

The value of parameter B in relation (1), which characterizes the relative resistance to shear
parallel to the basal plane, was varied from =1 (isotropy) to $=0.0001, the relevant range for
ice being 0.01 < B < 0.0001 (Mansuy and others, 1999). Since § represents the essential
feature of the grain behaviour, the finite element simulations were performed with a unique
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boundary condition 1 boundary condition 2

Fig.2. The two types of boundary conditions applied to simulate uniaxial compression of ice:
a) prescribed velocity (with perfect sliding at the ice /platen interface), b) prescribed stress

value of a = 1. The non-linear behaviour of S2 ice was accounted for by adopting the value
n=3 for exponent n in relation 2. However the sensibility analysis was also done with n=1.

The aim of the study being to derive the bulk properties of the polycrystalline aggregate from
the knowledge of the grain behaviour, two types of boundary conditions were applied to
simulate a uniaxial compression of S2-ice. The first type (Fig.2a.) simulated a conventional
test in which the compression is applied through rigid platens with perfect sliding between
platens and ice: a constant vertical velocity was prescribed on the upper horizontal side of the
finite element mesh. The second type (Fig.2b.) consisted in applying a constant vertical stress
vector on each horizontal side (doing so the deformation of the outer grains is not
constrained). A condition of free surface on the two vertical sides was assumed for both types.

Different meshes consisting of N horizontal layers of N grains were studied. The total number
of grains, N;=N?, was varied between 16 and 1024.

The influence of the distribution of the grains c-axes orientations was assessed by performing
each simulation (i.e. for given values of B, N, and a given boundary condition type) with five
different random distributions.

RESULTS

The macroscopic (bulk) fluidity A, of the polycrystal was obtained by comparing the power
dissipated when considering the polycrystal as a homogeneous medium, P,,, to that computed
in the finite-element simulations, Pg.. With type-1 boundary condition, and for plane strain,
the non zero components of the strain-rate experienced by the homogeneous medium are
dyv=U/H and dyy=-dyy, where U is the prescribed velocity and H is the polycrystal height.
Taking into account relations (2),(3) and (4) leads to Py=A,"" (2U/H)™ '™, On the other
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hand, a straightforward dimensional analysis shows that the power dissipated per unit volume
is Py =P, A, U V/HL, where L is the polycrystal width, A, is the microscopic fluidity
which characterizes the grain behaviour, and P, is the total dissipated power derived from the
finite-element computation with dimensionless values of A =1 and U=I. Expressing that
'» P\=Pg; provides the following expression of A,, for type-1 boundary condition

A,/ A, =2(2L/P,) H )

For type-2 boundary condition (and plane strain), the non zero components of the deviatoric
stress in the homogeneous medium are syy=c/2 and sy,=-Syy, Where o is the applied stress.
From relations (2)-(4), the macroscopic power P,=A,1,"" is obtained as Pp=Ay(c /2", and
the power dissipated by the finite element model is Py, =PnAuo‘“+'/HL, where Py, is the total
power computed with A =1 and o=1. The macroscopic fluidity corresponding to type-2
boundary condition is then given by

n+l
Ay/Ay =2 Py/HL (6)

a type 1

boundary condition

o2 |, <

a=1 n=1

Fig.3. a) average of the macroscopic to microscopic fluidity parameters ratios Ay/A,,
b) maximum deviation from the average of five computed values of Ay/A,,
as functions of the grain anisotropy parameter B and of N = N,” (linear behaviour).
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Fig.3a, 4a. and c. show the variation of Ay/A, with respect to N (the number of grains is
N;=N?), the boundary condition type and B. Each point represents the average of 5 values of
Ay/A,, obtained by using relations 5 and 6 and the values of Py, from 5 finite-element
computations for 5 different distributions of the grains orientations. The relative maximum
deviation A_,, of these 5 values of A/A, from the average is shown in Fig.3b., 4b. and d.

DISCUSSION

As expected, Fig.3a. and 4c. show that A\/A, tends towards 1 when B tends towards 1 (since
the computations were done with a=1, B=1 corresponds to isotropic grains, then to a
homogeneous isotropic polycrystal). Also, for all the meshes and B tested, in the linear case
n=1 as well as for n=3, the values of A/A, obtained with type-2 boundary condition are
higher than with type-1 boundary condition. The differences increase with decreasing 8 and
decreasing number of grains N;. For p=0.001 (a reasonable value for ice), this difference is
about 20% for n=1, and up to 200% for n=3, with the larger number of grains (1024) used.
This is the consequence of the less constraining effect of type-2 boundary condition which
allows the outer grains to deform freely. On the other hand, the end effect provoked by type-1
boundary condition is all the more pronounced that the number of grains is lower and the
degree of anisotropy is higher. For n=1 and n=3, type-1 boundary condition leads to a Ay/A,
ratios almost independent of N, (see Fig.3a. and 4a.). For n=1, the A,/A, ratios obtained with
type-2 boundary condition seem to reach a stable level when NT increases (Fig.3a.), whereas
for n=3 there is no tendency to stabilisation for the largest numbers of grains (Fig.4a.). The
maximum deviation A, of Ay/A, from its mean value exhibits the same trend that the
difference in A\/A, ratios obtained with the two types of boundary conditions (Fig.3b., 4b.,
4d.). The increase of A,,, with decreasing B and N; shows the influence of the spatial
distribution of the grains orientations, enhanced by an increasing degree of anisotropy. For
n=] and =0.001, A,,,, becomes less than 10% for N; = 576, and is less than 5% for N; =1024.
For n=3 and the same B, the A, =10% level is reached only for N; =1024 and type-1
boundary condition (Fig.4b.).

CONCLUSION

The macroscopic fluidity parameter A, characterizing the viscoplastic behaviour of S2-ice has
been derived from the total dissipated power computed with finite-element simulations of a
uniaxial compression in the plane of isotropy of a two-dimensional polycrystal. The results for
linear behaviour show that a good estimate of A,, can be obtained with a number of hexagonal
grains greater than 500. Since the viscoplastic anisotropy of ice is much stronger than its
elastic anisotropy, this does not disagree with Elvin’s (1996) recommendation of 230 grains
for homogenizing the elastic properties of S2-ice. Taking into account the non-linear
behaviour of ice leads to consider a larger number of grains, at least in the order of 1000, in
order to homogenize the viscoplastic properties (McKenna, 1992, used only 256 grains). In
the range of parameter B which characterizes the anisotropy of the grain (0.01 < <0.0001),
Ay appears to be very dependent on the type of boundary condition applied to the polycrystal.
In this respect, some improvement is needed before using the present model as a reference for
assessing other homogenisation schemes.
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Fig.4. a) average of A,/A, ratios; b) maximum deviation A, ,, from average of five computed
values of of Ay/A, as function of N =N;"” for =0.001 (a=1, n=3);
¢) average of A\/A,; d) A, as function of B for N;=1024 grains (N=32, n=3).
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GENERATION MECHANISM ANALYSIS OF RIVER
UNDERWATER ICE

Ke Sujuan', Wang Ling', Chen Lanqin?

ABSTRACT

Based on observed data on the Zhaojunfen reach in the upper Yellow River from 1979 to
1982, the time taking place underwater ice, the condition taking place underwater ice and the
distribution of underwater ice have been analyzed in this paper. The generation mechanism of
ice in water has been analyzed too.

TIME OF PRODUCING UNDERWATER ICE

After autumn, water surface ice can be created firstly in river channel due to air temperature
drops. Then water body colder and underwater ice can be appeared due to turbulent flow.
Thus underwater ice appears later than water surface ice while ice drift appears on river. But if
temperature drop intensity is strong, underwater ice can appears earlier or the same time with
water surface ice. Table 1 shows that the observed date of underwater ice generation. It shows
that the time is short from appearing ice flower to underwater if air temperature is low and
long if air temperature is high during ice drift appearing early period. For example, in 1954,
the time appearing water surface ice was the same as appearing underwater ice because the
daily average air temperature was —11.2°C; in 1980, the time appearing underwater ice was 5
days later than appearing water surface ice because the daily average air temperature was
above -5°C.

THE CONDITION OF UNDERWATER ICE GENERATION

Underwater ice generates mainly during ice flow period. This time, heat exchange takes place
directly from water body to air, then underwater ice can create due to turbulent flow. Its
volume depends on factors such as water flow velocity, air temperature etc.

After river is frozen up, ice cover can prevent the relation between water body and air. At the
same time, heat exchange between air and water body becomes solid heat transmit form and
water body release heat flux is little than open water surface. So ice cover thickness can

! Bureau of Hydrology, YRCC, Zhengzhou 450004, China
2 Bureau of Conservancy, An Hui Province, He Fei , China
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increase due to colder water becomes ice at ice cover bottom. But underwater ice can not
appear again due to release heat flux from water body to air by colder air temperature and
under ice cover heat exchange balance between release and accumulate state by thicker ice
cover. This can be testified by observed result. For example, we could not find underwater ice
at web as a too] observing underwater ice placed under ice cover.

Table 1
Date Appearing Underwater Ice at Zhaojunfen reach

years 1954 1955 1956 1980 1981

Date appearing ice flower 24" Nov. | 17* Nov. | 11*® Nov. | 27* Nov. | 7*,Nov.

Date of appearing underwater ice | 24",Nov. | 18" Nov. | 12" Nov. 2" Dec. | 9" Nov.
Air temperature during the period -12.2 -8.0,-7.5 | -9.9,-10.2 | -3.3,-3.3, -8.7,
of appearing ice flower to -2.2,-4.9, -2.6,
appearing underwater ice ("C) -4,7,-9.9 -2.1

THE UNDERWATER ICE EVALUATION INSIDE ONE DAY

The generation quantity of underwater ice will vary continuously according to air temperature
variety inside one day. From 12 to 15, Jan. in 1981, We place 8 webs along river cross section
at 17 o’clock each day. It was 3 m between each web. These webs were used to observe
underwater ice weight. We observed one time per 3 hours. The observed results were shown
in Table 2.

Table 2
The underwater ice observed results
Date | Items 17 20 23 2 5 8 1 14 Y
1om Ta -2.0 -54 -7.8 | -124 | -154 | -125 | 2.5 1.8 -15.4
Wu 1400 | 6400 | 7400 | 7400 | 4800 | 1150 0 7400
13 Ta -0.6 2.2 -4.0 -6.0 -7.0 -6.2 -6.0 -3.0 -7.0
Wu 350 | 4700 | 3700 | 3000 | 7900 | 5400 0 7900
14 Ta -0.2 | -100 | -13.0 | -15.0 | -16.5 | -122 | -9.0 -40 | -16.5
Wu 8200 | 16400 | 6400 | 3750 | 5400 | 550 0 16400
15 Ta 4.8 -40 | -14.0 | -150 | -17.0 | -146 | 9.4 -8.0 | -17.0
Wu 1500 | 6400 | 7900 | 4800 | 12900 | 1150 0 12900

Note: Ta indicates air temperature(*C), Wu indicates underwater ice weight(g), ¥ indicates the maximum value

or the minimum value.

From Table 2, we knew that underwater ice appeared mainly from 20 o’clock to 8 o’clock.
The time appearing the maximum value was 0~3 hours later than the time appearing the
minimum air temperature. This was due to heat exchange between air and water body took
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place inside this time. And the magnitude of wind velocity could affect underwater ice too.
For example, the maximum value of underwater ice weight occurred between 20 o’clock and
23 o’clock on 17* Jan. because strong temperature dropped by great wind. And the
underwater ice generation volume was very little between 8 o’clock and 17 o’clock because
- air temperature was high relatively during this time.

THE LONGITUDINAL AND VERTICAL DISTRIBUTION OF UNDERWATER ICE
The longitudinal distribution of underwater ice intensity is mainly affected by water depth,
flow velocity and riverbed etc. For example, underwater ice intensity distribution result on
16"~18" Jan.1981 was showed in Table 3. From Table 3, we knew that different underwater
ice was occurred on different webs. It showed that the longitudinal distribution of underwater
ice being different in despite of water depth was 3.5~4.5m and flow velocity was
0.57~0.72 m/s. It explained that the longitudinal distribution of underwater ice being affected
mainly by water depth and flow velocity.

Table 3
Longitudinal Distribution of Underwater Ice on Different Webs
‘ Date 16 17 18
Wu | Ratio®%) | Wu | Ratio(%) Wu | Ratio(%)

[ it Value 29.4 39.9 23.1

Place 2! 54 8’ 20 5* 66

Min Value 16.0 27.8 15.2
Place 1* 5* 2!

Note: Wu indicates underwater ice weight(g).

Beside, the vertical distribution of underwater ice condensed volume is affected by factors
such as water depth, flow velocity and riverbed etc. For example, the observed data of
underwater ice on Zhaojunfen reach at Feb. 1981showed the maximum volume took place on
river bed 13 times in 16 times on the same vertical point. At Jan. 1982, it took place 312 times
on site down near water surface, then the maximum value were dropped to riverbed according
to reducing water depth. Thus underwater ice condensed volume would be small if water
depth was deep and would be big if water depth was shallow and water velocity was slow.
From observed data, we knew that underwater ice could be appeared if water depth was bigger
than 6 m.

From above analysis, we know that the generation mechanism is very complex and there are
many affected factors. In general, the magnitude of underwater ice condensed volume depends
on water depth and flow velocity.
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CONCLUSION

At present, the generation mechanism of river underwater ice has not been recognized clearly

by scientists. The primary generation mechanism of underwater ice based observed data in

3 years is analyzed in this paper. It shows that the main factors affecting underwater ice are
- water depth and flow velocity. We believe that the great achievement about underwater ice
. generation research will be gained if we can develop some experiments about underwater ice

under the possible conditions.
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EFFECT OF ICE-BREAKING CONES FOR MITIGATING
ICE-INDUCED VIBRATIONS

Q.J. Yue!, X.J. Bi', X. Yu'

ABSTRACT

The effect of mitigating ice-induced vibrations by adding ice-breaking cone is approximately
evaluated based on full-scale tests. The tests were conducted on vertical and conical structures
at the same time. The displacement responses of the structures are recorded simultaneously
and continuously. The failure processes of ice sheet acting on the two kinds of structure were
also monitored by video camera. The dynamic behaviours of ice induced vibrations of vertical
structure and conical structure are discussed. The test results reveal that more comprehensive
work should be done in the subject of using ice-breaking cone to mitigate ice-induced
vibrations on platform.

INTRODUCTION

As we know, offshore structures in ice-covered area need to resist static and dynamic ice
forces and many engineering problems could be involved if strong vibrations was induced. It
will decrease the fatigue life of the structure, harm the health of the staff or damage the
facilities on the deck especially for the natural gas production platform.

Normally, the offshore jacket structure is constructed with cylindrical pipes. It is originally
designed to withstand ice force with vertical face. In addition, it is often very compliant as
huge mass it has to support on its top. A lot of literatures discussed the ice induced vertical
compliant structure vibrations. It has been demonstrated that strong vibrations could be
induced by ice. The main objective of studying ice-structure interaction is to evaluate the ice
force accurately, but it is also required to find ways to mitigate ice force or the ice-induced
vibration.

One of promising approaches to reduce ice force is to install ice-breaking cone, which could
transform ice failure from crushing into bending. Croasdale (1980), Wessels and Kato (1988)

! State Key Laboratory of Structural Analysis of Industrial Equipment, Dalian University of Technology,
Dalian University of Technology, Dalian, 116023, China, Tel.: +86-411-4708407, fax: +86-411-4708393,
e-mail: yueqj@dlut.edu.cn
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reviewed early theoretical and experimental studies of ice force on conical structure.
Chao (1992) summarised the formulae of predicting ice force on declined or conical structure.
All these researches gave the conclusion that static ice force could be reduced significantly if
an ice-breaking cone was installed on a narrow vertical structure despite more full-scale test
-. data need to support this idea. But we lack the test data to evaluate if the ice-breaking cone
. could mitigate ice- induced vibration.

Yue et al. (1998) have measured the ice-induced vibrations of structures installed with ice-
breaking cone. They found that dynamic response of the structure increases with ice speed and
for the compliant conical structure the breaking frequency of ice sheet could be near or equal
to the predominant frequency of the structure at a special ice speed. Later on, Yue et al. (2000)
conducted tests of ice-induced vibrations on both the conical and vertical structures and
discussed the mechanism of ice interacting with the two kind structures. In this paper, we try
to discuss the effect of mitigating ice-induced vibrations of vertical structure with ice-
breaking cone.

TEST ARRANGEMENTS

The JZ20-2 gas field, consisting of several jacket platforms, is located in the north part of
Bohai Bay of China, with about two months ice covered period. The MUQ is the central
platform for reprocessing natural gas and living apartment. The MNW is the production
platform near the MUQ. In order to reduce ice force and mitigate ice-induced vibration, they
were installed with ice-breaking cones on each leg since 1992. Full-scale tests had conducted
on MUQ and MNW to investigate the ice force and ice induced vibrations since then. Yue et
al. (1998) reported the tests conducted on MUQ and MNW. Fig.1. is the test deployment of
MUQ and MNW.

marine radar

directed antenna

Fig.1. Sketch of test arrangement in MUQ & MNW platform
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Fig.2. Sketch of test arrangement in MS platform

The MS platform, 3 km away from MUQ, is a new platform without ice-breaking cone. We
set 6 accelerometers on two levels of the platform, stick several strain gauges on the frame.
The rate of data sampling for response is 64 Hz. We also fixed several load panels on a leg for
trying to measure the ice force directly, but unfortunately, they were damage by an ice-breaker
when it docked to the platform before the tests. This work will be continued next year. A
video camera was set over the interface of ice and the structure so that the failure process
could be monitored. Fig.2. is the sketch of test arrangement in MS platform.

As MS is an automatic platform, a wireless local network system was adopted. Test data are
stored in hard disk and send to MUQ platform where a center computer manages the test data
from MUQ, MNW and MS platforms. Fig.3. is the diagram of test system.

ICE-INDUCED VIBRATIONS OF CONICAL STRUCTURE

As tide level is about 4 m, the ice-breaking cones of MUQ and MNQ are designed as double
side. It is observed that ice always fails in bending no matter acting on up-ward or downward
cone. That means the static ice forces could be reduced after the ice-breaking cones added. In
order to evaluate the effect of mitigating vibrations, failure frequencies of ice sheet acting on
the cones were investigated. Detail measurements show that the average breaking lengths are
about 7 times of the ice thickness when ice acts on up-ward cone. Fig.4. shows the
relationship of measured the breaking length and thickness. For the breaking lengths are
scattered in a small range, the ice force frequency is in a narrow band, which means the
energy of exciting forces concentrates in a narrow frequency zone. Since the breaking
frequency of ice sheet depends on ice thickness and ice speed, the combination of ice speed
and thickness when breaking frequency equals to the natural frequency of the structure could
be determined as shown in Fig.5. So that, strong vibrations could still be induced at special
condition.
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ICE INDUCED VIBRATIONS OF VERTICAL STURCTURE

The interaction between ice and vertical structure is so complicated that it has not been well
understood. It has been found that in a special condition steady-state vibrations could be
occurred(Engelbrekston, 1983; Méittinen, 1977) and many efforts have been made to explain
. and simulate this phenomenon(Kirn4, 1989; Sodhi, 1994).

We also found the phenomenon of ice-induced steady-state vibrations on MS platform. The
typical displacement response is shown in Fig.6. It took place at ice speed of 2-4 cm/s. And it
appeared in very short period because the ice speed is very fast at most time. The
displacement amplitude at steady-state vibrations is much bigger than that at high ice speed.
We also noticed the structure did not unloaded thoroughly when the structure swung back.
The vibrations would be much stronger if the structure unloaded completely. The residual
force will play as additional damping.
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Fig.6. Steady-state vibrations in MS platform Fig.7. Random-state vibrations in MS

platform at high ice speed

The mechanism of unloading process during steady-state vibrations has not been well
understood but it seems to link with the behaviour of ice within ductile-brittle transition.
During loading stage, the ice moves in the same direction as the structure. The loading rate of
ice sheet near the structure is just in ductile range as the relative speed of ice and structure is
lower than the absolute ice speed. And the damage zone, which includes dense micro-cracks,
is formed. When the structure swings back, the loading rate of ice sheet is just in the brittle
range as the relative speed is higher and make the damage ice fails more easily so that the
structure unloaded. But for the compliant structure, the distance of swinging back at the ice
acting area will be bigger than the damaged length formed in loading stage. So that the ice
could not easily cleared up. The damaged field around the structure is the key to describe
unloading process. Sodhi (1991) measured the residual force during structure moving back.
As ice load panels were damaged, we could not determine the residual force during stage of
unloading. This work will be continued next year.

When the ice moves faster, the response of the structure is much smaller than that in steady-
state vibration. The ice fails rather irregular, some times in crushing and some times in
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buckling. The typical displacement response of the structure at high ice speed is shown in
Fig.7.

THE DISCUSSION OF EFFECT OF ICE BREAKING CONE

.- We could approximately evaluate the effect of mitigating vibrations with ice-breaking cone by
. the test results of MS and MUQ platforms. Fig.8. shows the displacements of MS and MUQ

platform, in which each point represents the maximum displacement within ten minutes.

As the predominant frequencies, the stiffnesses, and the positions of the accelerometer are
different, we could not compare them directly. We know that the response will depend on the
stiffness and frequency of structure if a load function is determined.

Supposing the ice-breaking cones of MUQ were added on the MS platform, and subjected to
the same load conditions as that of MUQ, the displacements of MS could be evaluated
approximately. Having considered the differences between the two structures, such as the
stiffness, natural frequency of the structure, the response of the MS platform with ice breaking
cones will bigger than that of MUQ, but it is still smaller than the present maximum value of
the MS platform. There is no phenomenon of steady-state vibrations in the response of MUQ,
we can expect that the maximum vibrations is reduced and the steady-state vibrations will be
avoided by adding ice-breaking cone, but at high ice speed the effect of adding cone is not so
apparent.
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Fig.8. Displacements of MS and MUQ platforms

THE CONCLUSION AND DISCUSSION

The effect of mitigating ice-induced vibrations with ice-breaking cone is evaluated by primary
analyzing the tests conducted on vertical and conical structure at same time. For the structure
without ice-breaking cone, the steady-state vibrations can be induced and the strongest
vibrations will appear in this stage. But we also find the vibrations have not reached its
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maximum value because the structure is not thoroughly unloaded. The unloading process need
more studies in detail. For the structure with ice-breaking cones, the vibrations will increase
with the increase of ice speed. At a special condition the breaking frequency of ice sheet can
equal to the predominant frequency of the structure, strong vibrations will be induced.

After adding ice-breaking cone, the steady state vibrations can be avoided because the failure
type of ice sheet changes from crushing to bending, but the effect of ice-breaking cone is not
so apparent at high ice speed.

For the fatigue analysis of structures, both the amplitude and numbers of vibrations need to be
considered. So the more comprehensive studies should be carried out for using ice breaking
cone to mitigate vibration.
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PREDICTING STATIC ICE LOADS ON DAMS

G. Comfort!, Y. Gong!, S. Singh?

ABSTRACT

An eight-year field program was undertaken from 1991-92 to 1998-99 to: (a) measure the
loads in the ice sheet near the dam; (b) measure the load distribution between a gate and pier,
and: (c) compare the loads on wooden and steel stoplogs. The most significant finding has
been to show the importance of water level changes on ice loads. Ice loads are much higher
and more variable (compared to purely thermal loads) when significant, but not excessive,
water level changes occur. [ce load predictors have been developed, and they predict thermal
loads well. They are less accurate for loads produced by a combination of water level and ice
temperature changes.

INTRODUCTION AND SCOPE OF PAPER
Ice loads exerted on hydro-electric dams are not well understood although dams have been
built and operated for many years in northern climates. A field program was undertaken from
1991-92 to 1998-99 to: (a) measure the loads in the ice sheet near the dam; (b) measure the
load sharing between a gate and pier, and: (¢) compare the loads on wooden and steel
stoplogs. Results are presented and analyzed in detail in Comfort et al. (1996; 1998a; 1999).
The 1991-92 to 1995-96 results are summarized in Comfort et al. (1997 and 1998b) among
other papers as well as in the annual field reports, which are available from the Canadian
Electricity Association (CEA). This paper describes methods that have been developed for
predicting ice loads. A companion paper describes the factors controlling ice loads in more
detail (Comfort et al., 2000). In view of the significance of water level changes, the following
cases were analyzed separately:
e C(Case 1: Water Level Changes are Negligible - in this case, ice loads are generated
thermally.
e Case 2: Combined Thermal/Water Level Regime - water level changes affect the ice loads
significantly here. See Comfort et al, 2000 for further information.

' Fleet Technology Ltd., Kanata, Canada, 311 Legget Drive, Kanata, Ont., Canada, K2K 178,
Tel.: 613-592-2830; fax: 613-592-4950; email: gcomfort@fleetech.com
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PREDICTING THERMAL ICE LOADS (NEGLIGIBLE WATER LEVEL CHANGES)
General Approach

These ice loads are comprised of two parts: (a) residual loads, which are loads that were
present before the start of the loading event, and; (b) line load increases produced by ice
temperature rises — these result from air temperature rises; and/or from precipitation,
particularly snowfalls. The most rational analysis approach (which also provided the best fit to
the data) was to predict these two load components separately (Eq. 1). The analyses were
based on events producing line loads greater than 30 kN/m (2 kips/ft) because they are of
greater interest for design. Also, these data are more reliable because larger loads can be
resolved more accurately.

LLtotal = 4 LLther + LLResidual + LLcontingency (O

where : LLtyt,7 = the total line load
A4 LLgpey = the line load increase produced by ice temperature changes
LLResidual = the residual load in the ice sheet before the thermal event occurred
LLcontingency = a load contingency that was added to ensure that the predicted line
loads provide an upper bound to the measured line loads.

Predicting Residual Loads

Lower residual loads are to be expected for events starting in cold ice than for warm ice,
because the previous stresses are less likely to be fully decayed in warm ice. The data support
this (Fig.1. and Eq. 2), although there is scatter due to variations in the time elapsed between
events.

LLResidual (in KN/m) = -0.0528 * 4; +21.37 )

where : 4; = the ice temperature profile area, in °C*cm, at the start of the event. (see Comfort
et al., 1998b for a definition of the ice temperature profile area).

Predicting Line Load Increases Due to Ice Temperature Rises
The best-fit equation for 4 LLpe, in Eq. 1 was determined as given below.

LLtper (in KN/m) = 0.064 * A" * R*% * Dyp Min (o8 1608400 3

where: 44 = the change in ice temperature profile area, in °C*cm
h = the ice thickness, in cm
Dur = the event duration, in days.

Measured vs Predicted Thermal Loads and the Load Contingency Required

The predicted loads (obtained by summing ALL;per and LLResiqual) Were compared with the
measured total loads to evaluate the load contingency (LLcontingency) required. See Fig.2.
The predictive error (defined as the measured load minus the predicted load) can be
approximated by a normal distribution with a mean of -7 kN/m (0.5 kips/ft), and a standard
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deviation of 13 kN/m (0.9 kips/ft). The overall range between the predicted and measured
values is +/- 23 kN/m. A value of 25 kN/m for LL¢ontingency would ensure that the predicted
loads bound the measured loads for all events. A value of 13 kN/m (0.9 kips/ft) for

LL¢ontingency would ensure that the predicted loads exceed the measured loads for 90 % of
~ the events analyzed.
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Range of Applicability for the Thermal Load Predictors

Table 1
Ranges of Variation in the Thermal Load Database for the Key Parameters
Parameter Max. Value | Min. Value

Total Load, LLjysq1, (KN/m) 85 6
Residual Load, LLResidual, (KN/m) 26 -25
Line Load Increase due to Thermal Effects, ALLspep, (KN/m) 110 8

| Ice Thickness, A, (cm) 80 15
Change in Ice Temperature Profile Area, 44, (°C*cm) 418 17
Event Duration, Dur, (days) 9.2 0.2
Ice Temperature Profile Area at the Start of Event, 4;, (°C*cm) 705 56

PREDICTING LOADS AT SITES WITH SIGNIFICANT WATER LEVEL CHANGES
Introduction and Review of Loading Events

This is the most important case because it has generated the highest loads (Comfort et al.,
2000). Unfortunately, it is difficult to analyze because many parameters affect the loads
produced. A review of the loading events (Fig.3.) indicated the following:
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Water Level Changes: Although events typically lasted several days, water level changes
had the most significant effect in the last 2-3 days leading up to the peak load when they
produced large load “spikes”. The early part of the event was dominated by thermal
effects.

Interaction Between Ice Temperature and Water Level Changes: Although some events
occurred in which no ice temperature rises took place, the largest loads were produced by
a combination of ice temperature and water level changes. The highest loads were
produced after ice temperature changes had “pre-stressed” the ice initially.

Effect of Ice Temperature Magnitudes: Higher loads were produced when the ice was
colder at the start of the event, as this affected the “interaction” loads described above.
Effect of Ice Temperature Changes Before the Event: Lower loads were produced when
the ice temperature had been decreasing prior to the event start compared to the case
where the ice temperature had been stable for some time before the event occurred.
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Fig.3. Schematic for a Combined Water Level Change/Thermal Loading Event

Overview of Analysis Approach
The following form was adopted for modelling the total load, LLptq/:

LLtotal = LLResidual + ALLThermal + LLWater Level + LLContingency C))
where : ALLThermal = the “pure thermal” load, as defined by Eq. 3.
LLwater Level = the “water level change” load, which is produced by water
level changes
LLResidual = the load in the ice prior to the loading event, termed the
residual load
LLContingency = an additional line load that was added to the predicted load to
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Predicting “Water Level Change” Loads: Trend Analysis
Key parameters were identified by comparing them to the “water level change” load

(LL water level change w/o conﬁngency - Eq. 5) This is related to several factors as listed
below:

LLwater level change w/o contingency = LLtotal - LLResidual - 4 LLThermal

where: LLotal

LLResidual

= the total line load measured during the event
= the residual line load measured during the event
ALLThermal = the thermal line load predicted using equation 3;

&)

(a) water level change amplitude and ice thickness - these had the most significant effect. For
all dam sites, the ice load reduced greatly as the ratio between the water level change
amplitude, a, and the ice thickness, A4, increased (Fig.4.). The a/h ratio was defined based
on the average water level change amplitude for the 2-3 day period prior to the peak load

(Fig.3.).
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(b) water level change frequency (defined as the number of cycles per day) - this was not

included in the ice load equations because water level change loads were not dependent on
it.
(c) a drop or rise in mean water level - higher loads are expected when the water level is

cycled about the same mean level, versus cases where drops or rises in mean water level
occur. This effect is related to the ice thickness as well. Water level drops or rises of more
than two ice thicknesses would cause the water level change loads to decrease to nil or to a
very low value because the ice sheet would lose contact with the dam. The water level
change load decreased with the Drop Index (defined in Fig.3. and Eq. 6 below). See Fig.5.
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Drop Index = | drop or rise | / (2 * h) (6)

where : | drop or rise | = the absolute value of the drop or rise in mean water level over
the 2-3 days preceding the peak load, in cm
h = the ice sheet thickness, in cm.

(d) change in ice temperature profile area - higher loads were produced when large ice
temperature changes occwrred in combination with water level changes (Fig.6.).

(e) duration of loading - long duration events produced lower water level change loads, which
is similar to the trend observed for purely thermal loads.

(f) ice temperature at the start of an event - This had a significant effect as larger water level
loads were produced by colder ice than warmer ice.

(g) ice temperature profile area change before the start of an event - higher loads tended to be
produced if the ice temperature had been stable for several days before the event. Reduced
loads occurred if the loading event was immediately preceded by a drop in ice
temperature.
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Predicting “Water Level Change” Loads: Equations Developed

The following equations were developed based on the observed trends and an error

minimization analysis. LLWgarer Level contains the two components below, in keeping with

the trends observed.

(a) the “pure water level change” load - this is the load produced solely by a water level
change.

(b) the “interaction” load - this is the second term. It models the observed interaction effects
with higher loads being produced when water level and ice temperature changes both took
place.
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LLWater Level =f(temp & water level changes) * (5 +7.5x10% * 44> * 4;'* | Dur®®) (7)

where: f(temp & water level changes) = f(4A4;) * f(drop) * fla/h) ®
f{44;) = the maximum of: 0 or 1-4(44i/Ap)"* ©)
f{drop) = the maximum of: 0 or 1-20 * (drop/2h)* (10)
flah) =022 fora/h<022,and; 1/ (a/h)}? for a/h >=0.22 (11)

Dur = Duration of the event, in days

a = the average water level change amplitude (absolute value), in cm, over the 2-3
days leading up to the peak load (Fig.3.)

h = reservoir ice thickness, in cm

44 = profile area change (absolute value), in °C*cm

44; = initial profile area change (absolute value) prior to the start of the event, in
°C*cm

Aj = ice temperature profile area (absolute value) at the start of the event, in °C*cm
drop = drop or rise (absolute value) in mean water level during the event, in cm

Ap; = the maximum ice temperature profile area, in °C*cm, (defined as 20*#, in cm

(12))

Predicting Residual Loads: Trend Analysis and Equations Developed
Although residual loads are affected by several parameters, the ice thickness and the a/h ratio
were found to have the greatest effect (Fig.7. and 8., respectively).

The best-fit equation for the residual loads with respect to these parameters is shown below.
Eq. 13 predicted the measured residual loads within 29 kN/m (2 kips/ft). See Fig.9.

LLResidual (in KN/m) = 0.37*f(h) + 1.47/(a/h) (13)
Where: f(h) = h-25, for h> 25 cm. For h<= 25 cm, Eq. 13 is not applicable. (14)

Predicted vs Measured Loads and the Load Contingency Required

The required contingency load, (i.e., LLContingency) Was evaluated by comparing the
predicted loads (which were calculated by summing LLResigual, ALLthe., and
LLwater Level), With the measured loads (Fig.10.). The required load contingency is a
measure of the prediction error. It is normally distributed with a mean of zero, and a standard
deviation of 45 kN/m. The probability that the required contingency load will be less than
60 kN/m (4 kips/ft) is 90 % (Fig.11.).
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Range of Applicability for the Combined Water Level Change/Thermal Load Predictor

Table 2
Ranges of Variation for the Events in the Combined Water Level Change/Thermal Load
Database
Parameter Max. Minj
Total Line Load, LL;otq, (KN/m) 374 21 |
Residual Line Load, LL Residual , (KN/m) 50 -10 |
Reservoir Ice Sheet Thickness, A, (cm) 90 28 j
Water Level Change Amplitude a, (cm) 51 7 ‘
Water Level Change Amplitude/Ice Thickness, a/h 1.21 0.08 }
Forebay Mean Level drop, drop, (cm) 50 -50 ‘
fF orebay Level Drop Index, |drop|/2h — Eq. 6 0.69 0 }
\later Level Change Frequency (cycles/day) 2.25 0.25 ’
| Event Duration, Dur, (days) 142 | 0.15
Ice Temperature Profile Area Change During the Event, 44, (°C*cm) 448 0
Ice Temperature Profile Area Change Before the Event, 44;, (°C*cm) 530 0
Ice Temperature Profile Area at the Start of the Event, 4;, (°C*cm) 608 0

CONCLUSIONS

Much progress has been made towards understanding static ice loads on hydro-electric
structures, and the mechanisms generating them. Methods have been developed to predict the
ice load. The algorithms predict thermal loads well as a load contingency of 13 kN/m
(0.9 kips/ft) would be adequate for 90 % of the loading events. Loads produced by a
combination of water level and ice temperature changes can not be predicted as well, as the
required load contingency to cover 90 % of the events is 60 kN/m (4 kips/ft). Further work in
this area would be useful.
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THE CANADIAN PERD ICE/STRUCTURE
INTERACTION PROGRAM
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ABSTRACT

The Canadian Government, through its Program of Energy Research and Development
(PERD) has sponsored research in the area of ice/structure interaction for several years. This
work is related to the safe and economic development of Canada’s offshore oil & gas
resources. For the past 3 years, the National Research Council (NRC) of Canada in Ottawa
has managed 4 major projects within the program, with a total annual budget of $600k (Can).
This paper describes each of these projects and provides information on the availability of the
research results that can be accessed by the international community.

INTRODUCTION

The Program of Energy Research and Development (PERD) is a Canadian federal government
program that has the objective of providing the science and technology necessary for Canada
to move towards a sustainable energy future. The program is divided into 6 Strategic Intents,
which cover a range of energy research and development (R&D) issues. The expansion and
diversification of Canada’s oil and gas production is one of the Strategic Intents. As part of
this Intent, funding is supplied to federal government departments to perform R&D related to
the development of offshore oil & gas resources. In Canada, ice is the major impediment to
offshore development. Therefore, as part of the PERD initiative, funding is supplied to
investigate, and try to minimize, the influence of floating ice for offshore development. This
research has been managed over the years by the Canada Oil & Gas Lands Administration
(COGLA), Public Works Canada (PWGSC) and the National Energy Board (NEB). For the
past 3 years, the Canadian Hydraulics Centre (CHC) of the National Research Council (NRC)
of Canada in Ottawa has managed the Ice/Structure Interaction program for PERD. It has
done this with the advice of an Advisory Committee. At the present time, this committee,
which is chaired by G. Timco of the NRC, is comprised of 8 industry members (K. Kennedy,
BP Amoco; G. Lever, Petro-Canada; W. Smink, Husky Oil; K. Roberts, Chevron; W. Spring,
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Mobil; J. Weaver, Exxon; S. Bruneau, North Atlantic Pipeline Partners; D. Seidlitz, Gulf
Canada) and 9 government members (B. Dixit, National Energy Board, W. Bobby, Canada-
Newfoundland Offshore Petroleum Board, P. Timonin & J. Reid, Transport Canada; M.
Cheung, Public Works & Government Services Canada; T. Carrieres, Environment Canada;
- S. Prinsenberg, Fisheries and Oceans, and R. Frederking & G. Timco, National Research
Council). The Committee meets twice a year to provide guidance on research directions,

The NRC has managed 4 major projects within the program, with a total annual budget of
$600k (Can). These projects are:

1. Operational experience from the Beaufort Sea

Ice-related problems hindering the Grand Banks development

Ice problems related to East Coast activities

Ice loads on actual offshore structures

bl o

Part of this research is carried out directly by the NRC, but the majority of the work is
contracted to the private sector using Government of Canada contracting rules in response to
Request for Proposals issued by the NRC. In addition, several university researchers carry out
related research of more fundamental nature. This paper will describe the overall objective of
each project, and provide information on obtaining the results of the research.

OPERATIONAL EXPERIENCE FROM THE BEAUFORT SEA

The objective of this project is the orderly acquisition and documentation of Industry and
Government reports and data, which were obtained during the intense exploration activity in
the Canadian Beaufort Sea frontier region.

During the 1970’s and 1980’s, an enormous effort was spent in the exploration of
hydrocarbons in the Beaufort Sea region of Canada. Several major Oil Companies were
involved in this offshore exploration. In total, 88 wells were drilled between 1972 and 1989,
during which time most of the current knowledge of operating in ice-infested waters was
developed. This technology includes bottom-founded, ice-resistant structures, floating
drillship systems, and various icebreakers. The information on Beaufort Sea design work, the
field experience and operating expertise developed, the data that was acquired, and the
supporting research effort is extremely valuable and irreplaceable. Oil companies and the
Canadian government spent many tens-of-millions of dollars in collecting information in this
frontier region. The work focuses on collecting, cataloguing, archiving and analyzing the
engineering reports and ice load data from the Beaufort Sea development.

The archiving and cataloguing of the reports have been carried out at 2 different locations.
The general engineering and environmental reports have been catalogued by the Arctic
Institute of North America (AINA, 1999) and stored at the University of Calgary library (Tull,
1999). The reports and data related to ice forces on structures have been catalogued and stored
at the Canadian Hydraulics Centre of the NRC (Timco, 1998). The data analysis has
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successfully analyzed a number of the ice loading events in the Beaufort Sea on the Molikpag
(Rogers et al., 1998) as well as other Arctic structures (Timco et al., 1999).

This project is now complete. It should be noted, however, that significant oil and gas
- discoveries were made in the Beaufort Sea, including the Amauligak oil reservoir. Current
discovered reserves for this region are 12 trillion cubic feet of gas and 1.6 billion barrels of
oil, with an estimated value of over $30B. To date, these reserves have not been developed. In
spite of these large reserves, there is currently no activity in the Canadian Beaufort region. In
future years, it is anticipated that activity will again commence there. The results of this
project will be extremely valuable for this development.

ICE-RELATED PROBLEMS HINDERING THE GRAND BANKS DEVELOPMENT
The objective of this work is to identify and address the ice-related problems that interfere
with the development of the Grand Banks petroleum resources, off the East Coast of Canada.

The Grand Banks region off the East Coast of Canada has proven oil and gas resources with
an estimated 1.6 billion barrels of oil, 4 trillion cubic feet of gas and 237 million barrels of
natural gas liquids. If there were no ice present in this region, conventional drilling technology
could be used for oil and gas production. However, the presence of icebergs and occasional
pack ice intrusions significantly affects the manner in which the exploration, production and
transportation of the oil and gas take place.

The production of these reserves commenced in 1997 with the Hibernia development using a
large gravity-based structure (GBS) as a drilling and production platform. The Terra Nova
field is scheduled to begin production in early 2001. This field will be developed using a
floating production, storage and offloading (FPSO) system. This vessel will be moored on-
site, with the capability of disconnecting and moving off location to avoid an intruding
iceberg. Plans are well underway for other sites on the Grand Banks including the
development of the Whiterose and Ben Nevis fields. These, and other smaller fields, are in
different ice conditions and innovative technology will be required to produce cost-effective
solutions to deal with icebergs and sea ice. Wright (1998a) identified iceberg impact loads and
downtime due to pack ice incursion as 2 key problem areas. This PERD project takes a pro-
active approach to identifying and addressing these, and other, ice-related problems.

Work on the iceberg problem has focused on several fronts:

Iceberg Population Density - It is necessary to understand the iceberg population density as a
function of both location and date, to provide correct risk assessment of iceberg collisions at
each of the sites on the Grand Banks. Since there was no comprehensive, single-source of
information on this, NRC contracted Fleet Technology and Agra/Seaborne (Fleet &
Agra/Seaborne, 1998) to collect this information. They developed a comprehensive database
from computer-stored records that provides full information on the historic iceberg population
in the Grand Banks region off the East Coast of Canada. The initial work was completed in
March 1998 with small annual updates. Professor Jordaan of Memorial University of
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Newfoundland (MUN) critically reviewed this database and compared it to the database
developed by MUN using aerial photographs as the sources of data (Jordaan et al., 1999). He
discusses the differences and the implications with regard to risk analysis.

. Iceberg Shape and Size Analysis - The shape and size of icebergs play a key role in several
different aspects of ice engineering in the Grand Banks region. For example, the detailed
shape of an iceberg will define the local pressures and pressure distribution during an impact
process. Also, deep draft icebergs pose a threat to any sub-sea facilities and/or pipeline. Thus,
considerable effort has been placed in developing the details of iceberg shape and size.
Canatec Consultants, in collaboration with ICL Isometrics, Coretec and Westmar produced a
report (Canatec et al., 1999) and an accompanying database that documents all of the available
information on the shapes of profiled Grand Banks icebergs. The Canadian Hydraulics Centre
of the NRC (Barker et al., 1999) used this information to develop a program to visualize the
3-dimensional shape of those icebergs that had 3-D profiling. This analysis presents a means
of quickly and easily seeing the shape and complexity of actual icebergs.

Fleet Technology (Comfort, 1998) evaluated different approaches that could be used to
provide a detailed profile of the shape of an iceberg. This information is important for
understanding the collision mechanics with a structure or seabed facility. In many cases, it is
necessary to know only the maximum draft of an iceberg so that iceberg management
procedures can be implemented if there is possibility of contact with seabed facilities.
Canadian Seabed Research (CSR, 2000) looked at methods for quickly and accurately
determining the maximum draft of floating icebergs. Croasdale et al. (2000a) prepared an
overview of iceberg scour and the risk of interaction with sub-sea facilities.

Iceberg Management - Physical management of icebergs has been done for several years on
the Grand Banks with varying degrees of success. However, a reliable iceberg management
scheme will allow more safety and less disconnect for floating vessels. To address current
approaches, PERD funded C-CORE and Wright (C-CORE, 1998) to review the state-of-the
art of iceberg towing, and produce an overview plan to improve iceberg management for
protecting offshore structures. More recently, PERD has been a member of a Joint Industry
Project headed by C-CORE to improve iceberg management and detection techniques.

Work on the issue of pack ice incursion relates to stationkeeping in pack ice. This has been
addressed using various approaches including laboratory impact tests (Frederking et al.,
1999), reviewing past physical model tests in ice (Fleet & Marineering, 1999), collecting
available full-scale information on moored vessels in ice (Wright, 1998b & 1999), and
through the development of sophisticated numerical models which allow a wide range of
scenarios to be addressed (Sayed et al., 1999). This work has provided a significant increase
in the understanding of the conditions in which a moored vessel can stationkeep in moving
pack ice. The analysis indicates that concentrations of pack ice higher than 0.7 are required
before there is a significant increase in mooring line loads. This result has implications for
both moored drillships and tankers loading in pack ice conditions. Fleet and SMS (2000)
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investigated different methods for retrofitting the FPSO to measure mooring line loads during
its deployment in pack ice conditions.

ICE PROBLEMS RELATED TO EAST COAST ACTIVITIES
- The objective of this work is to assess the ice environment and identify the key ice issues that

. would interfere with the development of the frontier regions off the West Coast of
Newfoundland.

The development of the oil and gas reserves off the West Coast of Newfoundland would
require offshore platforms that would be subjected to moving ice during the winter months.
The current knowledge of the ice regime in this area is not well detailed. This project focused
on practical problems related to the ice regime and the development of this region.

Canatec (Pilkington et al., 1997) undertook a detailed study of all of the environmental
conditions in this region, including the ice regime, iceberg population, wave climate, etc.
Sandwell (Spencer et al., 1998) used this information to look at possible offshore platforms
that could be used for development in this region. This work determined that first-year ridges
would be the likely design-load limiting environmental factor. Since little detailed
information about the ridges from this region was known, a dedicated field trip was carried
out in 1999 to measure the ridge characteristics at a number of different sites off the West
Coast of Newfoundland (Johnston, 1999; Croasdale et al., 2000b).

ICE LOADS ON ACTUAL OFFSHORE STRUCTURES

The objective of this program is to carry out, obtain, and analyze large-scale measurements of
ice loads on structures. In addition, results from past programs of ice-load measurements are
compiled and analyzed to develop a comprehensive understanding of ice loads, and the factors
that affect ice loads.

Work in this project covers a wide range of activities, all focused at full-scale ice loads and
developing an understanding of the loads, and factors affecting the loads. This project has
funded full-scale measurements on the Confederation Bridge (Brown et al., 1999; Kubat et al.,
2000), and the development of a comprehensive collection of all available measurements of
ice loads on offshore and coastal structures. This was done as part of a Joint Industry Project,
which lead to the development of the NRC Ice Load Catalogue (Timco et al., 1999). The
Regulatory Codes used for structural design have been reviewed with an emphasis on the ice
loading aspects through a comparison of different international codes (Tseng et al., 1998) and
a focused review of the application of codes for Grand Banks development (Allyn et al.,
2000). Also, a number of University Professors have been funded to investigate more
fundamental aspects of ice loads and their origins.

SUMMARY AND CONCLUSIONS

This paper has presented a very brief overview of the work carried out for the Canadian PERD
Program and managed by the CHC/NRC. The majority of the research is publicly available
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and can be obtained by interested parties by downloading the files and datasets from the Cold
Regions Technology Section of the CHC web site (www.chc.nrc.ca). The reports are
formatted in Adobe Portable Document Format pdf and the databases are based on Microsoft
Access platform (mdb or mde). The available reports and databases are indicated in the
. references. The web site is kept up-to-date with new reports, as they become available.

The work funded by PERD in the area of ice/structure interaction has lead to significant
advances in the understanding of ice load levels, and the factors affecting these loads. The
research has been very focused and balanced between the needs of Industry and Government
Regulators. It has had a significant impact in the development of the Canadian offshore
petroleum resources.
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ICE LOADS ON MULTI-LEGGED STRUCTURES
IN ARCTIC CONDITIONS

M.G. Gladkov'

ABSTRACT

Home and foreign recommendations on determining ice loads imposed on multi-legged
structures are considered, a refined method of calculating the loads mentioned is suggested.
Proceeding from calculations of ice loads acting on a four-legged platform typical for the oil
production field in Cook Inlet, prospects of the construction of multi-legged platforms in
Russian arctic regions, in particular on the North-eastern shelf of Kolguev Island are
estimated.

INTRODUCTION

In the light of the task raised for the Russian science and industry in the field of constructing
ice-resistant structures to develop oil and gas discoveries on the arctic shelf, the long-term
experience of successful operation of oil-process multi-legged steel platforms in Cook Inlet
(Alaska) cannot be disregarded. The present research objective has been estimating feasibility
of multi-legged platforms construction in arctic regions on the basis of the analyses of ice
conditions within the oil field on the North-eastern shelf of Kolguev Island and calculations of
ice forces acting on a platform typical for Cook Inlet used as the analog. The region to the
North - eastern from Kolguev Island is chosen as being nearest to Cook Inlet in its rather
moderate ice regimes.

The support block of one of three similar oil platforms in operation in Cook Inlet since 1966
is shown in Fig.1. All the platforms are designed with extreme (of 1 to 100 years' probability)
total load of 21.2 MN (Bhat & Cox, 1996). The value is obtained from multiplying a load due
to crumpling warm even ice (of thickness 0.65 m and surface temperature - 3°C) with one leg
by the multiple of X;,=2.83 and coefficient of k=2 (Blenkarn, 1970).

' B.E.Vedeneev VNIIG, St. Petersburg, Russia, fax: 535-67-20, e-mail: vugidro@gidro.odusz.electra.ru
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Fig.1. Support block of the oil platform (Anna) typical for Cook Inlet

METHOD FOR TOTAL LOAD ESTIMATION

Total ice load exerted on a platform is calculated by the equation
FP = KDKJF;,[J % (1)

The multiple Kp, showing by how many times the total ice load on a multi-legged platform
exceeds the ice load from one leg is written as

K,=nKK, (2

where n; denotes the quantity of legs in contact with ice; Kj is the factor of non-uniformity of
ice (considering very low probability of equal ice strength near all the legs) established by
equation

1+ kn'?

i , 3
k 1+k, 3

Here kj is the strength variation coefficient of ice under uniaxial compression accepted to be
equal to 0.2; K is the factor considering the interference of neighbouring supports, it is

calculated by the linear interpolation between values of 1 at d/ap < 0.3 and ky/k at d/ap = 1,
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where d is the width (diameter) of a support at the level of ice action, ap is the projection of
the distance between axes of any pair of neighbouring supports on the frontal plane of an ice
field acting on the structure, &y, is the coefficient to consider non-full contact between ice and
platform supports , & is the same but between ice and one support.

. As concemns Kg = 2 which is used in today’s foreign practice (API RP 2N, 1992) to take
account of probable increase in the maximum force of even ice at the expense of the formation
of consolidated hummocks and stamukhas, and besides due to load dynamics (Blenkarn,
1970), it seems to be well-founded and the home Code of practice (SNiP, 1995) recommends
the same coefficient & = 1,5 to 2 for an arctic sea. So our calculations involve K = 2.

The load on a leg due to ice crumpling Fp, p, is calculated by the improved Korzhavin formula
(Gladkov, 1994) included into the Code of practice (SNiP, 1995):

F,, = mk,k,R bh, )

where m is the shape coefficient of a platform support in plan; kp is the coefficient of ice
crushing; ky is coefficient of ice deformation velocity, R, is the strength characteristic of ice
under compression,; A is the design thickness of ice.

RESULTS

Let the total ice load imposed on a four-legged platform in an oil production field on the
North-eastern shelf of Kolguev Island be calculated with a structure assumed to occur under
the most unfavourable (diagonal) action of extreme (from the viewpoint of its thickness and
strength) even ice. The increase in ice load due to the formation of hummocks and dynamic
effects will also be taken into consideration.

According to the existing Code of practice (SNiP, 1995) initial data are as follows:

e Maximum thickness of ice of 1% probability A = 1.2 m.

e Speed of ice motion ¥'= 0.2 m/s.

e Mean temperature of ambient air in the period of largest ice loads (April) t; = 7.1°C.
¢ Temperature on the air (or snow) /ice interface t,, = -7.1 °C.

e Temperature on the water/ice interface 1 = - 1.93°C.

o Ice salinity s; = 5.1%.

¢ Quantity of supports interacting with ice n; = 3.

Values of parameters involved into Eqs. 1 through 4 are the following:

¢ Coefficient of special non-uniformity of ice K calculated by Eq. 3 is equal to 0.93.

e Coefficient of interaction K7 of neighbouring supports of dimensions shown in Fig.1. is
equal to I.

e Coefficient of shape of a support in plan m is equal to 0.83 (as for a cylindrical leg).

e Coefficient of ice crushing kp equals 2.9 at b/h = 3.6.
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e Coefficient of ice deformation velocity ky equals 0.3 when ice deformation velocity within
the zone of ice-support interaction £, =1.2-107s".

Strength characteristic of ice under compression R, determined by the method (Gladkov,

- 1994) included into the Code of practice (SNiP, 1995) as the value of ice strength under

- uniaxial compression averaged over ten layers of ice field at linear distribution of

temperatures from ¢, to #p, given salinity s; and trustworthy probability a = 0.99 is (0.67-

1.08) MPa.

Eq. 4 yields the load on a leg of Fp p = (2.4-4.0) MN. Total ice load on a platform as
determined by equation 1 is Fp = (13.4-22.4) MN.

CONCLUSION

The total ice load on the Anna type platform in the oil production field on the Northeastern
shelf of Kolguev Island appeared to equal from F:= 134 MN to F) = 224 MN at
trustworthy probability a = 0.99. So calculated extreme load of ice F, is in favourable

agreement with the design value of 21.2 MN used for the platforms of the type indicated.
Proceeding from these results we consider that from the point of view of their ice resistance
the multi-legged platforms in operation in Cook Inlet are fully suited for the use in arctic seas
with moderate ice regimes.
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CRUSHING FAILURE DURING
DYNAMIC ICE-STRUCTURE INTERACTION

D.S. Sodhi'

ABSTRACT

We discuss the results of medium-scale and small-scale indentation tests, which were
conducted by pushing flat indentors against the edges of freshwater ice sheets. In these tests,
we installed grid-based tactile pressure sensors at the ice-structure interface to measure the
pressure generated during an interaction. The experimental data show that there is ductile
deformation of ice at low indentation speeds and continuous brittle crushing at high
indentation speeds. During a typical cycle of the dynamic ice-structure interaction at
intermediate speeds, the tactile sensor data indicate that the ice deforms in a ductile manner
during the loading phase, and fails in a brittle manner during extrusion phase. For continuous
brittle crushing, theoretical estimates of global force are derived in terms of the average and
the standard deviation of non-simultaneous local force per unit width. For high rates of
indentation, we find the effective pressure measured during small-scale indentation tests to be
close to those measured on full-scale structures.

INTRODUCTION .

Structures placed in an ice environment need to be designed and built strong enough to resist
any ice action. The force required to fail an ice feature against a structure generally limits the
interaction force resulting from a relative motion between them. An ice sheet may fail against
a structure in bending, buckling, crushing, or a combination of these failure modes. During the
full-scale ice force measurement program on the 110 m wide Molikpaq structure (Wright et
al., 1986; Wright and Timco, 1994; Hardy et al., 1998), the observers recorded the modes in
which the moving ice cover failed against the structure. They found that, although the ice
crushing occurred during only 1 % of the observations, it caused some of the highest forces on
the structure, which at times vibrated because of the interaction (Jefferies and Wright, 1988).
In this paper, we restrict our discussion to the ice forces generated between a moving floating
ice sheet and a structure. The objectives of this paper are to discuss the results of indentation

'U.S. Army Cold Regions Research and Engineering Laboratory, Hanover, NH, USA, 72 Lyme Road, Hanover,
NH 03755, Tel.: +1-603-646-4267, e-mail: dsodhi@crrel.usace.army.mil
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tests and to compare the effective pressure measured during those tests with the measured
values of effective pressure on full-scale structures during brittle crushing.

INDENTATION TESTS WITH TACTILE SENSORS

- As part of a five-year program involving laboratory and field tests in Japan, medium-scale
. indentation tests were conducted on sea ice in the harbor of Lake Notoro, Hokkaido, by
pushing a segmented indentor against the edges of floating ice sheets (Sodhi et al., 1998).
Measurements on each 10 cm wide segment included forces in three directions and the
moment about a horizontal line parallel to the indentor face. During the tests conducted from
1998 to 2000, grid-based tactile sensors were installed on the face of the segmented indentor
to measure interfacial pressure during indentations at three speeds. The load cells and the
tactile sensors provided data on the total interaction force, the actual contact area, and the
magnitude of interfacial pressures. The tactile sensor data indicated both a line-like* contact
during high-speed (3 and 30 mm s™') indentation tests, and a gradually enlarging contact area
attributable to creep deformation of the ice during low-speed (0.3 mm s™') indentation tests.
The ductile-to-brittle-transition speed was between 0.3 and 3 mm s™ during these indentation
tests. Masterson et al. (1999) report that the ductile-to-brittle transition took place at
approximately 3 mm s during tests in which a feedback control hydraulic system was used to
force spherical indentors into an ice wall. From these results, it appears that the transition
takes place over a very narrow range of indentation speeds during interactions with rigid
structures.

Sodhi (in review) recently conducted indentation tests by pushing flat plate indentors against
the edges of freshwater ice sheets. The structure supporting the indentor plate was compliant,
thus inducing dynamic ice-structure interaction during tests at a range of indentation speeds.
The testing apparatus was the same as that used in earlier tests (Sodhi, 1991a), except that
grid-based tactile sensors were installed at the ice-structure interface to measure the pressure
generated as a result of the interaction. Besides obtaining magnitudes of the actual contact
area and the ice—structure interfacial pressure, the tactile sensor data provide insights into the
processes taking place during ice crushing at various indentation speeds. As in previous
studies, there is ductile deformation of ice during low-speed indentation and brittle crushing
during high-speed indentation tests. During intermittent crushing at intermediate indentation
speeds, the results of this study confirm previous speculations (Sodhi, 1991b) that there is
ductile deformation of ice during the loading phase and non-simultaneous brittle crushing
during the extrusion phase of a dynamic ice-structure interaction cycle. This results in a saw-
tooth pattern in the time-history plots of ice forces, and an intermittent advance of the
structure into the ice at highly variable speeds that differ by one to two orders of magnitude.
Sodhi (in review) provides more details on the test procedure and the results of this study.

LOCAL AND GLOBAL ICE FORCES DURING BRITTLE CRUSHING

It is evident from the indentation tests data (Joensuu and Riska, 1989; Sodhi et al., 1998;
Sodhi in review) that the areas of high pressure during continuous brittle crushing events are
narrow regions in the middle of an ice sheet, and that the ice fails non-simultaneously across
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the width of a structure or an indentor. To include the correlation of non-simultaneous local
forces with the forces generated in neighboring points, Dunwoody (1991) presented a model
for non-simultaneous failure of ice across the width of a structure to estimate the global force
from the local force per unit width. He considered the global force to be given by:

g = [f(x,ndx, o

where flx, f) is the local force per unit width of a structure, x is the position of a point across
the width of the structure, ¢ is the time, and w is the width of the structure. The local force
varies with respect to both time 7 at a point and position x at an instant in time. The variation
of local force across the width as well as with respect to time depends on the number of
contacts, the size of crushing zones, and the duration of the high-pressure zone at a point.
Under the assumption that the ice failure process is the same across the width of the structure,
the average local force per unit width ufy) is independent of the position of a point on the
structure, implying the average global force ug ) = E[g(0)] = wE[AN] = wufy). Dunwoody
(1991) assumed a spatial correlation function in terms of a negative exponential function:

Ryt = x0) = (BLAOI = oy exal- 2, @

where Rfyy)(x;—x,) is the auto-covariance function of the local force fif), x is the distance
between two points at x, and x, on the structure, oy is the standard deviation of the local
force A1), and L is a length parameter in the above equation to express correlation of forces
over a distance and may be related to the size and density of the crushing zones. The variance
of the global force (Dunwoody, 1991; Sodhi, 1998) is given by:

e I

Assuming a Gaussian distribution for the global force g(f), we can obtain an estimate of the
maximum global force on the structure:

Fnax = Hg(s) +30g(s) @
where the factor 3 relates to a probability of exceedance equal to 0.0013 for a Gaussian
distribution. Dividing both sides of Eq. 4 by the structure width w and the ice thickness h, we

get the following expression for the relative pressure ratio 4, of maximum effective pressure
to average local pressure:

o _wh
A =Lax 143700 2531—53[14“], (5)
Hyw /b B\ hw| hw
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where pf)/h is the average local effective pressure, and of)/ufr) is the coefficient of
variation of the local load per unit width.
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Fig.1. Plots of relative pressure ratio pmaxh/sf(1) versus aspect ratio w/h for three values of
coefficients of variation and for: a) L/h =1 and b) L/h =0.1

Fig.1. shows plots of the relative pressure ratio 4, with respect to aspect ratio w/h for three
values of the coefficient of variation (of(t)/,uf(t) = 2.0, 1.0, and 0.5) and for two values of the
ratio of correlation length to ice thickness (L/A = 1 and 0.1). The plots in Fig.1. show a trend
of decreasing relative pressure ratio with increasing aspect ratio. It is important to account for
this effect when comparing the effective pressure from small-scale tests with those measured
on full-scale structures, because of the higher effective pressure measured on narrow
structures.
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Fig.2. Plots of effective pressure measured on full-scale structures and during small-scale
indentation tests with respect to ice drift velocity (from Blanchet, 1998 and Sodhi, 1991b).
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COMPARISON OF ICE FORCES MEASURED AT DIFFERENT SCALES

Fig.2. shows plots of effective pressure from small-scale indentation tests and full-scale
measurements with respect to indentation rate, as presented by Blanchet (1998). Most of the
~ small-scale data are from tests with a 50-mm-wide indentor, and some are from tests with a
- 100-mm-wide indentor (Sodhi, 1991a). The symbols in the plots of data in Fig.2. refer to the
. maximum and average effective pressure measured at particular times during small-scale
indentation tests (Sodhi, 1991b). The small-scale data are in two groups: a high-pressure range
from 8 to 14 MPa for low-speed indentation, and a low-pressure range from 1 to 4 MPa for
high-speed indentation. Among the high-speed (>100 mm s™) indentation test data, the
symbol ‘C’ in Fig.2. denotes the average pressure measured during continuous brittle crushing
of ice, and these data can, therefore, be directly compared with full-scale data after taking into
account the effect of aspect ratio. The aspect ratio during those indentation tests (Sodhi,
1991a) was in the range of 1.5 and 5.3, with an average value of 2.6. Assuming a ratio of L/h
equal to 10, we find that the aspect ratio effect 4, = 1.82 for a value of w/h equal to 2.6. If the
effective pressures from small-scale tests are divided by a factor of 4, (=1.82), we get the
maximum effective pressure on a wide structure, and this results in a good agreement between
the two sets of data shown in Fig.2.
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Fig.3. Plots of effective pressure measured at a) Tarsuit P-45 (from Wright et al. 1986),
and b) Tarsuit P-45 and Amauligak I-65 (from Wright and Timco, 1994) locations

As shown in Fig.3., Wright et al. (1986) and Wright and Timco (1994) presented data on
effective pressure measured at the Molikpaq structure during interactions with first-year level
ice. Though the details of these measurements are not readily available, most of the data on
crushing failure of first-year ice were obtained during ice drift speeds greater than 100 mm s™
(Hardy et al.,, 1998). Because no severe structural vibrations were reported during those
interactions, it appears that the ice failed in continuous brittle crushing. Thus, the comparison
of full-scale data on effective pressure should only be made with small-scale data when ice
fails in the brittle crushing mode, which is active during high-speed indentation tests.
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Fig.4. shows plots of maximum effective pressure vs. aspect ratio from small-scale

indentation tests at speeds greater than 100 mm s™. The data shown in this figure are from the

recent indentation tests (Sodhi, in review), as well as from previous indentation tests

conducted at CRREL during 1991-92 with segmented indentors (Sodhi, 1992 and 1998). In

- Fig.4., the effective pressure decreases with increasing aspect ratio, but it remains constant for

. aspect ratios greater than about 8. To relate effective pressure from small-scale tests to full-
scale situations, we choose the data from tests with aspect ratios greater than 8. The effective
pressure, measured during small-scale tests at high speeds and having high aspect ratio, is
between 1.5 and 2.5 MPa. The range of pressure obtained during full-scale measurement and
shown in Fig.3. is between 1 and 3 MPa. The ranges of the two sets of data being close to
each other validates the idea of similarity of brittle crushing processes in small-scale and full-
scale situations. This means that any scale or size effect on effective pressure during brittle
crushing is absent.
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Fig.4. Plots of maximum effective pressure measured during indentation tests at indentation
rates greater than 100 mm s™ with respect to aspect ratio w/h

CONCLUSION

We review the results of small-scale and medium-scale indentation tests, in which grid-based
tactile sensors were installed to measure interfacial pressure. The data indicate that there is
ductile deformation of ice, resulting in the simultaneous generation of pressure across the
indentor width during low rates of indentation, and brittle failure, leading to non-simultaneous
generation of forces across the indentor width during high rates of indentation. At
intermediate rates of indentation, the data show that there is ductile deformation of ice during
the loading phase and brittle failure of ice during the extrusion phase of a dynamic ice-
structure interaction cycle, resulting in a ‘saw tooth’ pattern in the time-history plots of the ice
forces. Based on measurements of interfacial pressure with tactile sensors, we present a
statistical method to estimate the global ice force on a structure in terms of the average, the
standard deviation, and correlation length of the local force per unit width. Using this
methodology, we derive the aspect ratio effect, which has been observed by many researchers
from their indentation test results. Lastly, we compare the effective pressure measured during
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small-scale indentation tests for brittle crushing with those measured on Molikpaq and other
full-scale structures. We find a good agreement between full-scale data on brittle crushing and
those from small-scale tests having high aspect ratios and the same indentation speed as in
full-scale. This means that any scale or size effect on effective pressure during brittle crushing
is absent.
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NUMERICAL SIMULATION OF THE “KULLUK”
IN PACK ICE CONDITIONS

A. Barker', G. Timco', M. Sayed', B. Wright?

ABSTRACT

Vessel stationkeeping in moving pack ice is an important issue for floating production
systems that are being considered for use in ice-covered waters. In order to be effective, it is
important that the loads generated by moving pack ice are within the range of the capabilities
of their mooring systems. To better understand loads on moored vessels in ice, the full-scale
data from the Kulluk, which was a floating drilling unit used in the Beaufort Sea, were
analyzed and summarized for different conditions. A new two-dimensional model of ice-
structure interaction was applied and compared to the full-scale Kulluk data. One base case
was selected and a good correlation was obtained by adjusting the mechanical properties of
the pack ice in the numerical model. The analysis shows that this model, with suitable
calibration, can be used to predict loads on a moored vessel over a wide range of pack ice
conditions, such as those found in the Grand Banks of Canada, the Pechora Sea or offshore
Sakhalin in Russia.

INTRODUCTION

The “Kulluk” was a conical drilling unit that was used for exploratory drilling in the
intermediate to deeper waters (20-50 m) of the Beaufort Sea during the 1980’s and early
1990's. It was designed as a “second generation” drilling system to significantly extend the
open water season, by beginning drilling operations in the spring break-up period and
continuing until early winter. It drilled twelve wells at a variety of locations.

During its deployment in the Beaufort Sea, it was exposed to a wide range of moving pack ice
conditions. This is the only moored vessel, on a worldwide basis, that has stationkept in a
“near full spectrum” of pack ice, from low concentrations of thin ice to high concentrations of
rough first-year and multi-year ice. The loads on the mooring lines were monitored and this

' Canadian Hydraulics Centre, National Research Council, Ottawa, Canada, Building M-32, Montreal Road,
Ottawa, Ontario, K1A OR6, Tel.: (613) 990-2511, fax: (613) 952-7679, e-mail: anne.barker@nrc.ca
? B. Wright & Associates, Calgary, Canada
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information provides a unique data set of the forces of a moored vessel in pack ice conditions
(Wright, 1999).

Stationkeeping in moving pack ice is an important area of ice engineering in many different
* applications. For example, on the East Coast of Canada, the Terra Nova development will
- soon begin using a Floating Production Storage and Offloading (FPSQO) system that will have
to stationkeep, on occasion, in moving pack ice conditions. In other ice-covered regions such
as the Beaufort Sea, the Pechora Sea and offshore Sakhalin, proposals have been considered to
load tankers in moving pack ice conditions from offshore terminals. Thus, this topic has
important implications in ice engineering for many ice-infested offshore regions.

The data from the Kulluk in the Beaufort Sea are extremely valuable and cover a wide range
of ice conditions. However, the results are vessel specific and they do not cover the full range
of situations that could be encountered in a moving pack ice scenario. A two-dimensional
numerical model, which is based on a “Particle in Cell” approach, has been developed that can
extend the range for predicting loads to other vessel shapes. In this paper, the loads on the
Kulluk are briefly described. Then, the numerical model is briefly presented, and the results
of different full-scale situations are presented.

FULL-SCALE KULLUK DATA

The Kulluk had deck and waterline diameters of 100 m and 70 m respectively, an operating
draft of 11.5 m, and a displacement of 28,000 tonnes. It had a unique downward sloping
circular hull which failed the oncoming ice in flexure at relatively low force levels, and an
outward flare near its bottom, to ensure that broken ice pieces cleared around it and did not
enter the moonpool or become entangled in the mooring lines (see Fig.1.). The vessel had a
strong radially symmetric mooring that, in combination with its circular shape, provided an
omni-directional capability to resist ice and storm wave forces. The mooring system was
comprised of twelve 0.09 m wire lines and was capable of resisting relatively high ice forces.
Ice management was a very important factor in enhancing the Kulluk’s stationkeeping
performance in ice. Typically, the Kulluk was supported by several CAC 2 icebreakers during
its Beaufort Sea operations in heavy pack ice conditions. These icebreaking vessels broke the
ice updrift of the Kulluk into small fragments, which were typically 10 to 30 m in diameter.

The loads on the mooring lines were measured during the Kulluk’s deployment. Wright
(1999) has summarized the loads and categorized them according to the ice conditions. Fig.2.
shows a plot of the measured full-scale loads as a function of the ice thickness, for ice
concentrations of 0.9 (i.e. 9/10° coverage) and higher. For this sub-set of the data, there was
good ice management but relatively poor clearance around the Kulluk. In these situations,
there was a “tightness” in the pack ice, which resulted in the formation of an updrift rubble
wedge at the structure (see Fig.3.). Note that, although there is scatter, there is a definite trend
of increasing load with increasing thickness. Wright has characterized the upper bound load
Lp as a linear relationship with thickness 4 as (see Fig.2.):
Lp (MN) = 0.86h (m) +0.91 1
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Fig.1. Illustration of the Kulluk showing its key design features

NUMERICAL MODEL

The two-dimensional numerical model used in the present study was developed by Sayed et
al. (2000). The model captures the salient features of several scenarios of ice-structure
interaction. For example, ice thickness build-up and moving ice edges as well as the formation
and evolution of leads can be simulated. The model also has the flexibility to include
appropriate formulations of ice rheology such as the Mohr-Coulomb yield criterion. An
overview of the main approach is given here. Details of the formulation of the model,
however, cannot be adequately covered because of space limitations. For those details, see
Sayed et al. (2000) and Barker et al. (2000).

4
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Fig.2. Measured loads on the Kulluk in tight managed ice with poor clearance and updrift
rubble wedge (after Wright, 1999)
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Fig.3. Schematic of updrift rubble wedge at Kulluk in tight pack ice
(after Wright, 1999)

The main features of the model include a plastic yield rheology, a Particle-In-Cell (PIC)
approach for ice advection, and an implicit solution of the governing equations. The behaviour
of broken ice covers has always been considered to follow a cohesionless Mohr-Coulomb
yield criterion. This intuitive assumption is based on the discrete nature of the ice cover and
observations of deformation modes that resemble those of coarse granular materials. The
idealized rigid-plastic rheology is implemented in the numerical model using a viscous plastic
formulation (Hibler, 1979). For the cohesionless Mohr-Coulomb yield condition, material
properties are expressed in terms of an angle of internal friction, ¢, which accounts for the
frictional strength of the material. The numerical implementation of the viscous plastic model
also includes a compressibility formula. That formula relates the mean normal stress (or
pressure) to ice concentration (or aerial coverage). A parameter, P*, is used to express the
compressibility of the ice cover (see Sayed et al., 2000).

In the present model, according to the PIC approach, an ensemble of discrete particles
represents the ice cover. Each particle has a volume, which remains constant. The area of each
particle may be reduced, and the thickness accordingly increases, as pressure increases. This
situation would correspond to increasing ice thickness. Thus, ice pile-up and ridging can be
accounted for. Note that ice growth and decay are not a concern for the present problem.

The linear momentum and rheology equations govern the movement and deformation of the
ice cover. Particles are individually advected in a Lagrangian manner. Therefore, a continuity
equation is not needed. The linear momentum equations include the inertial terms, water drag,
and gradient of the internal ice stress. The momentum and rheology equations are solved
using an Eulerian (fixed) grid. The semi-implicit finite difference method of Zhang and Hibler
(1997) is used.

TEST CASE

For the test case, records in tight, managed ice were extracted from the original Kulluk
database into an Excel spreadsheet. For these cases, there was good ice management but poor
clearance around the structure with the formation of a rubble wedge upstream of the structure
(see Fig.3.). A base case was selected that had the following properties: mean ice thickness h
of 1.5m, ambient ice drift speed v of 0.2m/s and local ice concentration ¢ of 0.95.
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Although several laboratory studies examined the properties of ice rubble, the results cannot
be extrapolated to the larger scale of the present ice cover. Therefore, the values of material
properties had to be determined by matching the numerical predictions and field observations
of a well-documented case. Model performance is subsequently tested by comparing predicted
- peak loads, using those material properties under a range of conditions, to observations.
. Preliminary runs examined a range of values of the two parameters that determine material
properties. From those runs, and previous results (Sayed et al., 2000), a value of 25 kPa for
the compressibility parameter, P*, was found to produce the appropriate behaviour. The runs
also examined the influence of the angle of intemnal friction, @, on the predicted load. The
resulting load on the vessel is plotted versus time for different values of ¢ in Fig.4. The runs
show that a ¢ of 27° results in a good agreement between the predicted and measured peak
loads (predicted peak load = 2.27 MN, and measured peak load = 2.20 MN).

Four other representative runs were performed, varying the velocity and thickness parameters,
creating a small parametric study. The @, P* and concentration values remained the same
throughout these runs. These test runs and their resulting peak loads may be found in Table 1.
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Fig.4. The effect of ¢ on numerical peak load

Fig.5. shows the effects of ice thickness and velocity on the peak numerical load. Also plotted
in Fig.5. are the full-scale peak loads for various ice thickness. There is a linear dependency of
load upon thickness, similar to Fig.2. Also, the three data points at h = 1.5 m represent three
different velocities. In this case, the model shows a linear dependency upon velocity. This
dependency is not observed in the full-scale data over the range of full-scale velocities and
due to the scatter in the full-scale data. The model dependency occurs as a result of the
momentum of the pack ice and produces a relationship where load increases with increasing
velocity, as one would expect
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Numerical program input data and peak loads

Table 1

Full-Scale Numerical
Velocity Thickness ¢ .
Concentration Peak Load Peak Load
(m/s) (m) © ™M) N
Base case 0.2 1.5 27 0.95 2.20 2.27
Runl 0.2 1.0 27 0.95 1.77 1.52
Run2 0.2 2.0 27 0.95 2.63 3.10
Run3 0.1 1.5 27 0.95 2.20 1.71
Rund | 03 1.5 27 0.95 2.20 2.58
4.0
35 4 R
3.0 | s °
5 25 } A . ¢
a
5’ 2.0 ] e
3 J A
-1 15 - A,
1.0 l % L]
‘ A Numerical Data Peak Loads
05 4 | e Full Scale Data Peak Loads
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Fig.5. Numerical load versus initial ice thickness, for ¢ =27°, ¢ = 0.95

The output from the numerical program simulations produces force-time data as well as ice
thickness, concentration, pressure and velocity data at specific time steps. For example, Fig.6.
shows a “snapshot” of the ice concentration around the Kulluk for the base case, 300 s after
the start of the run. This can be compared to the schematic of the rubble wedge build-up
around the Kulluk that was experienced in the field (Fig.3.), after Wright (1999).

CONCLUSIONS

The full-scale data that was examined was obtained from conditions involving tight, managed
ice. The upper bound to the peak loads observed at the Kulluk in these conditions is defined
by the equation Lp, = 0.86h + 0.91, as developed by Wright (1999). The numerical model used
for this study showed good agreement with the full-scale data, Using ¢ = 27°, a linear
relationship was observed between thickness and peak load. A linear relationship with ice
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velocity was found, but not indicated by full-scale data. Future analysis using this technique
can be used to obtain information on loads on moored vessels for a wide range of conditions.

ot

100 110 120

Fig.6. Ice concentration profile around Kulluk generated from a numerical simulation
showing the ice build-up in front of the Kulluk
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FAILURE OF THE EDGE OF AN ICE SHEET
AGAINST A VERTICAL STRUCTURE

J. Tuhkuri’

ABSTRACT

Characteristic to the brittle failure process of an ice sheet against a vertical structure is
formation of discrete ice pieces and a line-like ice-structure contact. It is suggested that such a
brittle ice edge failure is dominated by propagation of macrocracks, and should be analysed
by using fracture mechanics. This approach is used to analyse field test data from a field
program, where a 1.5 m wide structure was indented into a floating ice sheet.

INTRODUCTION

Local ice loads are caused by failure of ice against a structure. Many different failure modes
have been observed. In the microcraking mode, microcracks grow under applied load. If the
load reaches a high enough level, the ice fails through coalescence of the microcracks to form
pulverised ice. In this mechanism, the contact area between the structure and ice is large; of
the order of ice thickness. The flaking mode, on the other hand, is characterised by absence of
microcracks and transmission of the contact force through small areas of high pressure. In
general, the microcraking mode dominates at low indentation velocities or at high
temperatures when ice creeps, while at high velocities or at low temperatures ice responds in a
brittle manner and fails through the flaking mechanism. However, it should be recognised that
boundary conditions like confinement, also have a strong effect on the failure mechanism, as
will be discussed below. (For a review, see eg. Daley et al., 1998.)

The scope of this paper is the brittle ice failure process. Joensuu and Riska (1989) were the
first to observe that during brittle failure the ice-structure contact was a thin wavering line.
This line-like contact was confirmed by attaching a window into an icebreaker (Riska, 1991).
Similar observations have also been made by Gagnon (1991), Frederking et al. (1990), and
Tuhkuri (1995). The search for explanation of the small contact area has led to different
models (Daley, 1991; Gagnon, 1999; Jordaan and Xiao, 1998; Tuhkuri, 1996a). In the
following, a set of results from the Medium Scale Field Indentation Tests (MSFIT) performed

' Helsinki University of Technology, Ship Laboratory, Espoo, Finland, P.O.Box 5300, FIN-02015 HUT,
Finland, Tel.: +358-9-451-3509; fax: +358-9-451-3493, e-mail: jukka.tuhkuri@hut.fi
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in Japan is analysed. More information of the tests and earlier analyses have been given by
Takeuchi et al. (1997), Nakazawa et al. (1999), and Sodhi et al. (1998). This paper will
concentrate on brittle ice failure. In lower indentation velocities, other failure modes were
observed in the MSFI tests, but these are not discussed here.

FIELD DATA

The purpose of the MSFI tests was to investigate ice pressure and failure characteristics
during indentation of a vertical structure into level ice. The test site was in northern Hokkaido
in Notoro Lake, which is connected to the Sea of Okhotsk. The test analysed here was
performed in February 4, 1999. During the test, a 1500 mm wide and 700 mm high indentor
was pushed into a 168 mm thick ice sheet at a velocity of 3 mm/s. A novel feature of the tests
was the use of thin pressure sensing panels which were attached to the indentor surface and
they covered an area of 1440 mm by 440 mm. On that area there were 44 rows and 144
columns of pressure sensors, so the grid size of the sensors was 10 mm x 10 mm.

Fig.1. shows the measured total load. During the initial stage of the test, the load reached a
value of 750 kN. After this peak, the load settled into a more or less constant level at about
100 kN. Fig.2a. and 2b. show examples of the pressure distribution during the initial stage and
during the steady state failure, respectively. The high initial force is related with a wide
contact area, while the steady state failure is characterised by a narrow contact area. After the
test, the ice edge was cut into six vertical sections and lifted on the ice. Fig.3. shows sketches
of the ice edge and shows a general wedge shape, but also that the edge had a step-like profile
and that the ice sheet had several horizontal cracks.
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Fig.1. The load-time record during an MSFT test
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MODELLING OF BRITTLE ICE EDGE FAILURE

During the indentation process described above, the ice failed into fragments. Two main
models have been used to describe this process. It can be assumed that the ice fails through
formation of cracks within the material. An alternative approach is to assume that the ice fails
. through formation of cracks at the ice-structure interface. Flaking belongs to the latter group
. and it has three stages: (i) initiation of a crack, (ii) propagation of the crack, and (iii)
deflection of the crack to a free surface resulting into a flake. The crack initiation is not
analysed here. It is simply assumed, following Cotterell et al. (1985) and Thouless et al.
(1987), that surface cracks exist. Cotterell et al. considered a tool indenting a brittle body and
‘assumed a Herzian contact producing a partial cone crack that then extends and forms a flake.
This is analogous to the assumption that ice is loaded only on a small area, i.e. that the ice-
structure interface has some roughness.

The second stage of flaking, crack propagation, can be studied by using Linear Elastic
Fracture Mechanics and the Boundary Element Method (BEM). Tuhkuri (1996a) has
developed a model where a crack is assumed to propagates to the direction that minimises
|K7jl. Fig.4. shows a model of an ice edge loaded with an indentor. A population of surface
cracks is assumed. If Cracks 1 and 9 are inclined outwards they are open at their tips and have
thus non-zero Kj. The other cracks will remain closed irrespective of their inclination.
Therefore, for this crack population the one closest to a free edge will advance first. By
simulating the growth of Crack 1 and reconfiguring the BE mesh, Tuhkuri (1996a) showed
that Crack 2 will propagate rapidly after the first one, a third crack will follow the second one,
and so on. Such a cascade of cracks will remove material from the ice edge and produce an
irregular surface. The analysis showed further, that for a non-symmetric wedge, it is more
probable that a crack propagates close the less steep side. In other words, a blunt wedge will
get sharper.

(a) Irregular wedge top
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®
Fig.4. a) An irregular wedge top loaded by an indentor.

b) An idealised model of the loaded wedge top.
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The calculations proved also that the basic behavior of one crack can be captured by
modelling that crack only. One of the key results then obtained was that a propagating crack
does not deflect to the free surface to form a flake, unless there is a force component directed
towards the free surface. Fig.5. shows results from BE analysis (Tuhkuri, 1996b). Similar
results have been obtained experimentally by Cotterell et al. (1985) and Thouless et al. (1987).
Thus, the third stage of a flaking process, deflection of the crack to a free surface to form a
sharp flake, requires a force component directed towards the free edge. Such a force
component may arise if the crack path if undulating. But even if the outward force component
is zero, the partially formed flake can fail through buckling (Thouless et al., 1987).

F F | F

0 =0deg 0 =3 deg 0=6deg

Fig.5. Calculated edge crack paths for three different inclinations of the force.

COMPARISON OF EXPERIMENTS AND CALCULATIONS WITH DISCUSSION

The field test results introduced above can be summarised as follows:

1. The first load peak was connected with high loads and a wide pressure area (Fig.2a.).

2. The subsequent steady-state failure process was characterised with a lower load level and a
narrow line-like contact area (Fig.2b.).

3. The ice edge, as studied after the test, had a step-like profile forming a wedge shape. Also
horizontal cracks within the ice sheet were observed. (Fig.3.)

These results are in line with those obtained from the calculations and are discussed below.

The first assumption in the calculation model is formation of surface cracks at the ice-indentor
interface. If such surface cracks do not form or they do not propagate, high loads are obtained.
Tuhkuri (1995) has studied this problem in tests where ice blocks were broken against a
structure. When the ice edge was flat, a similar load-time record than in Fig.1. was obtained
with an initial peak followed by a steady-state process. During the initial loading microcracks
formed within the ice and the load peak was connected with pulverisation of the ice. After that
the ice edge was rough and the subsequent failure was a sequence of events reshaping the ice
edge. But when the ice edge was initially wedge shaped with a 90° opening angle, the first
load peak did not occur, and the steady-state fragmentation process initiated at the first
contact. Importantly, the force level during the steady-state process was not affected by the
initial ice edge shape.

It is probable that a similar chain of events occurred also during the MSFI test. At first the
indentor hit a smooth ice edge and cracks formed within the ice until the crack density was so
high that the ice pulverised and created a rough ice edge. Then the contact was through small
irregularities in the ice. This contact type favors formation and propagation of surface cracks
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and the failure can be analysed with the model shown in Fig.4. Characteristic to the process is
that the flakes form in cascade and that for a non-symmetric wedge the flakes form from a less
steep side. Therefore, the process can sustain itself, and that is reflected in the force-time

record, in the wedge shaped ice edge, and in the contact pressure distribution during the
 steady-state failure process. The calculation model and the field observations also suggest that
. horizontal cracks will grow in the ice. Their existence is a sign that the load has been mostly
horizontal. In addition, the step-like form of the ice edge is a natural result from the crack
growth process. It is suggested that each step was formed when a partially formed flake broke
off from the parent material.

A note on terminology can also be given. Above the flaking process was defined to have three
stages: (i) initiation and (ii) propagation of a crack, and (iii) deflection of the crack to a free
surface. It is usually presumed that a flake is sharp, and thus the deflection should be gradual.
On the other hand, horizontal cracks in an ice sheet are often called cleavage cracks, and a
flaking process and formation of cleavage cracks are considered as different processes.
However, when ice failure is analysed as growth of cracks, these two processes are not very
different: If the stage (iii) of a flaking process does not occur, a cleavage crack is obtained.

CONCLUSIONS

This paper has discussed the results from MSFI tests in the context of brittle edge failure. This
approach is different than the microcracking approach as it is assumed that the failure initiates
from surface cracks. It was shown that the observed failure process can be modelled and
analysed by considering the growth of one or a few cracks originating from the ice-structure
interface. It is important to recognise, that crack propagation is a load releasing mechanism.
This means that high loads are obtained when surface cracks either do not initiate or do not
propagate. Further work should concentrate on studying the load required to drive the cracks
and thus break the ice in different crack growth scenarios.
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DESIGN OF ARCTIC OFFSHORE PIPELINES
TO RESIST THE FORCES FROM ICE RIDGES

P. Liferov', O.T. Gudmestad?, S. Loset’, T. Malmann*

ABSTRACT

For design of offshore pipelines in the Arctic, problems related to ice scouring caused by
moving ice ridges pose a design challenge in nearshore and shallow water areas. This paper
discusses the major challenges and a new solution is presented, implying that the pipelines
will be trenched to the depth of the keel of the ridges only, while the pipeline wall thickness
will be increased to resist the forces caused by the soil deformation below the keels. This
solution represents a large cost saving compared to deep trenching. Numerical examples are
given that document that a 25 % increase in pipeline wall thickness will be sufficient for the
Pechora Sea conditions.

INTRODUCTION

Ice scouring of the seabed is among the main challenges for pipeline engineers in the Arctic.
This is a widespread feature of most of the coastal regions of the northern continents and it
poses a significant threat to offshore pipelines associated with offshore oil production
facilities in the Arctic. Ice scouring is a phenomenon that occurs when an ice body (ice ridge
or iceberg) moves while in contact with the seabed. Ice scouring is of great economic
significance due to the possibility of damage to submarine pipelines. The main method of
pipeline protection from drifting pressure ridge impact is its trenching or burial. The design of
a marine pipeline in a shallow sea in the Arctic has therefore to define a trenching depth that
will minimise the risk of pipeline damage by drifting ice. A hazard model for selecting the
optimal trenching depth, which is based on long-term field observations, is likely to be
coupled with a mechanical model in order to account for possible types of interaction between
the ice ridge and the pipeline. Thus, for a well-founded choice of the optimum pipeline
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trenching depth, it is necessary to know parameters associated with pressure ridges and soil
interaction that is caused by stressing and deformation of the soil beneath the moving ice
body.

SOME SPECIFICS OF THE PECHORA SEA

Possible Pechora Sea field development scenarios

Several fields in the Pechora Sea, offshore Northwest Russia, have the potential of being
developed. The Prirazlomnoye field in water depths of 15-20 m is at present under
development while the Dolginskaya field further north in 30-40 m water depth is being
explored. Due to heavy ice cover up to 8 months a year, the fields in the area are likely to be
developed by steel caissons resting on the sea floor (Gudmestad et al., 1999). Pipelines will
bring the oil from wellhead platforms to processing platforms, and the developments may also
be linked to onshore fields with pipelines. It should be noted that the water depth contour line
of 20 m stretches north about 50 km from the shoreline.

Ice conditions in the Pechora Sea

The Pechora Sea is characterised by its severe ice conditions. The area where oil production
and loading facilities are planning to be installed is ice covered from 175 to 295 days a year
(Leset et al., 1999). The maximum distance of landfast ice extension is about 15 km. The
drifting ice is generally a medium thick first-year ice by the end of the winter season, or in
extremely cold years, the ice may reach a thickness of 1.6 m. Second-year ice or multi-year
ice has never been observed in this area. In the drift ice zone, the amount of ridges decreases
away from the shear zone. Most sources report an upper limit of about 20 metres for the
maximum possible keel depth of ice ridges (Leset et al., 1999). This is a limiting value
determining the maximum water depth where pipelines have to be trenched. In the Pechora
Sea this water depth corresponds to a distance of about 80 km from shore.

ICE SCOURING AND PIPELINE TRENCHING DEPTHS

When considering the pipeline required trenching depth, the following two key questions
should be answered:

1. What is the maximum expected scour depth?

2. What effects may possible subgouge deformations have on pipelines?

The depth and length of ice scour tracks can be estimated either by conducting detailed
bottom surveys of the sea floor or by developing a theoretical model based on the mechanics
of iceberg scour.

However, a pipeline trenched below the maximum gouge depth is not necessarily safe.
Substantial subgouge deformations may in some instances extend to more than twice the
gouge depth (Woodworth-Lynas et al., 1996). On the other hand, their effect on a pipeline
may not be substantial enough to cause any serious problems for pipeline integrity. The task is
therefore to estimate the influence of subgouge soil deformations and stressing on a pipeline
and to evaluate its response. Another item that has to be considered is direct interaction
between the ice ridge keel and the pipeline. Although straightforward calculations (Palmer et
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al., 1990) indicates that the force required to cut one of the large gouges frequently seen in the
Beaufort Sea is more than 10 MN, it is not a cause to exclude pipeline — keel interaction from
the preliminary analysis. The requirement of safe interaction between ridge keel and pipeline
may always be considered based on a quite low strength of the lower part of the keel
compared to the strength of the pipeline.

ICE RIDGE - SOIL - PIPELINE INTERACTION

General idea

The effect of the gouging ice on a pipeline depends on the level of the pipeline with respect to
the gouge, and on the deformation of the soil as the ice cuts the gouge (Palmer et al., 1990).
Contact between the ice and the pipeline only occurs if the bottom of the free-floating ice is
below the top of the pipe. If the pipeline located lower than that, damage is unlikely to occur,
as it will be shown below.

Pipeline - displaced soil interaction scenario
From the pipe point of view, the most important question is not how far down the gouging
deformation extends, but whether their magnitude and type are dangerous for the pipeline.

In the process of scouring, the ice body scoops out a series of soil wedges in front of it. Below
the bottom of the keel the ice passing over it drags the soil forward. When the keel passes the
pipeline below, it is not absolutely obvious that the displaced soil below the keel carries the
pipeline with it. Besides, the displaced soil may rather be fully compacted as it interacts with
the pipeline and/or (depending on the level of soil deformations) passes over and/or below the
pipeline. The interaction can be schematically represented as a fluid flow around the circular
structure. This suggestion is based on the fact that the components of the system, i.e. the
gouging ice ridge, the upper (active/displaced) layer of the seabed, and the buried pipeline
have dimensions that are of the same order of magnitude approximately but with quite
different mechanical characteristics. It is therefore reasonable to assume that the pipeline will
not be displaced as much as soil does. Due to its large stiffness compared to that of the
surrounding soil, the pipeline may only be stressed as a result of the soil displacement around
(or partly around) it. This type of pipeline - soil interaction is schematically shown in Fig.1.

—

Drifting Ice Ridge

Seabottom

wedge

Transverse Soil
Displacements

Fig. 1. Pipeline displaced soil interaction
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A theoretical approach to confirm the current assumption can be based on a comparison of the
energy required to displace the pipeline from its original position with the energy required to
displace the soil in shear around the pipeline. It is likely that the system will tend to do as
little work as possible while producing soil or pipeline displacement. In other words, the
system will tend to follow by the way of the least resistance before it gets to a new static
equilibrium. The work that has to be done in order to deform the pipeline elastically equals
the work (W) done by internal forces in the pipeline during its deformation. It may be
expressed as:
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where M, N, and Q are internal forces in the element of length /, and where E is the modulus
of elasticity, F' the cross sectional area, J the moment of inertia and G the modulus of
elasticity in shear. It must also be mentioned, that the work of internal forces is always
negative. For the case of pipeline bending we may neglect (in the first approximation) the
effect of longitudinal and shear deformations and express the work of internal forces done on
the displacement of a pipeline as:
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Based on the known characteristics of the pipeline and the soil, this work may be estimated.
From the preliminary calculations it may be seen that the work to displace the soil around the
pipeline is much less than the work required for pipeline bending. Therefore, the present
problem may now be treated as a problem of additional pipeline stressing due to the soil
displacements around it but not as a problem of significant pipeline displacement.

The pipeline has to withstand the stresses imposed by the ice crossing above it. Whether or
not the pipeline will collapse under the stresses applied through the soil can be determined by
the application of the lower bound theorem of plasticity (Prager, 1959). Fig.2. shows the
pipeline trenched in a soil medium, in which the principal axes of stresses are in a plane
perpendicular to the pipe axis, and the state of stress is described by the principal stresses g
and r, (where compressive forces are positive); g is larger than r, and the third principal stress
is intermediate. The stresses may be idealised to be uniform over a distance large compared
with the diameter of the pipeline.

Yq
forces on'segment
q
- pR-rR: o <
. My |
0 p Ne

Fig.2. Stressed condition of a trenched pipeline

184



The limiting condition of the pipeline is (Palmer et al., 1990):
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which describes the combinations of p, ¢ and r which a pipe with wall thickness ¢, outer radius
R and yield strength Y can withstand.

Direct impact interaction scenario

This type of interaction may conveniently be divided into three stages: pre-stressing, impact,
and pull-over. It is also reasonable to suggest that maximum pull-over force on the pipeline
will be limited by the ridge keel shear strength, as the ridge keel may split in shear while in
contact with a pipeline. Whether a pipeline will remain static throughout the whole contact
time or not, is not easy to predict. On one hand, the pipeline may bend in a similar way as it
will behave under the pressure from a body with higher strength properties. However, the ice
strength is much lower than that of steel and therefore the ice keel has to absorb more impact
energy than the pipeline. The overall force T on a pipeline may not be larger than the
mobilised shear resistance along the failure surface in the lower part of the ice keel, which can
be expressed as:

T= I 7dA
A )

where 7is a maximum shear strength of the lower part of the ridge, and 4 is the area where
shear resistance has been mobilised. The contact force T can be presented as a uniformly
distributed linear load. The pipeline will, however, also be pre-stressed by the surrounding
soil. The limit condition at which circumferential yield can occur may now be written as:

1/4Y1? 7 ©)
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where Ny, N, and M,, M, are circumferential membrane and bending stress resultants caused
by soil stressing and ice pressure respectively.

NUMERICAL RESULTS AND DISCUSSION

Numerical calculations have been carried for some specific conditions of the Pechora Sea.
Soil stresses are estimated based on the ice scour model (Chari, 1979) and the required
pipeline wall thickness has then been estimated. An evaluated ratio between the pipeline wall
thickness ¢ and the soil stress differences g-r is presented in Fig.3. (the internal pressure is
kept to a value of 15 MPa).

Stress differences exceeding 0.3 MPa are unlikely to occur under gouges in the Pechora Sea.
It is therefore seen from Fig.3. that the pipeline wall thickness may have to be increased from
about 16 mm (to resist the internal pressure) up to 20 mm for a 36 inch (914.4 mm) pipeline in
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order to resist the forces caused by the soil deformation below the ice keels. In practice, a
number of safety factors must be applied to this preliminary estimation and finally the
pipeline wall thickness for the case given above may have to be increased up to 30 mm. The
analysis can also be extended to show that under certain conditions the pipeline can
theoretically withstand forces applied directly by the lower part of the ice keel to the area near
the top of the trenched pipeline. The pipeline wall thickness for a 36 inch pipeline has then to
be of about 25 mm (safety factors not accounted for).

0.30
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. 228k ——*— [ %4-inch |
a. 0.20 t o - - pipeline
E_ 0.15 4 - . 11. o - -36-inch
~ 010 L /L _ s pipeline
o

0.05 |- e

0.00 ! 2 S

10 12 14 16 18 20

t, mm J

Fig.3. Ratio between the pipeline wall thickness and stress differences in the soil

CONCLUSIONS

Submarine pipelines normally represent the most efficient way to transport hydrocarbons from

offshore fields to onshore terminals or to onshore trunklines which can transport the

hydrocarbons further to the marked. The design of offshore pipelines has been given much

attention and such pipelines can be laid and operated down to about 2000 m water depth. The

major findings are as follow:

e Stress differences exceeding 0.3 MPa are unlikely to occur under gouges in the Pechora
Sea.

e A pipeline with wall thickness increased from about 16 mm up to 20 mm for a 36 inch
pipeline will resists the forces caused by the soil deformation below the ice keels.

The evaluation presented has only a preliminary character and has to be reviewed in more
detail as well as being confirmed experimentally in a realistic project situation. The concept of
increased wall thickness to resist soil deformations under gouges should be further analysed as
the costs of increased steel thickness can be considerable less than the costs of extended
trenching.
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